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Biology Motivation

= Multiple Sequence Alignment:

= Assess sequence conservation of protein
domains, tertiary and secondary structures and
even individual amino acids or nucleotides.

= Evolutionary relationships or sequence
conservation among homologous.

= Simultaneously compare several sequences.
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Computation Problem

= Methods:

= Pairwise alignments

= Prograssive alignment construction
= |terative methods

= Hidden Markov models

= Problems:

= Accuracy
= Computational complexity
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Algorithm-Introduction

= |[ncorporate additional hits into the input
sequences

= Hits that are not intermediate will introduce noise
= Use carefully defined intermediate sequences
= Align profiles instead of the sequences
= Construct a profile for each sequence
= Align the profiles by modifying the pair-HMM
= Obtain a secondary structure prediction




= Finding intermediate sequences

= Choosing intermediate sequences
= Constructing sequence profiles

= Alignment via modified pair-HMM




Finding Intermediate Sequence

= Definitions of Intermediate Sequence
= Between two input sequences:

Definition 1. Given two sequences s1 and s9, and a distance score d(s1,s2)
between them, a sequence r is infermediate between s; and sy if d(r,s1) <

d(sy,89) and d(r,s9) < d(s1,59).

= Between multiple sequences:

Definition 2. Given n inpub sequences s1,...,s,, and m hits ry,... 1y, from
database search of these sequences, find all hifs rj. that are intermediate between
some pair of inpuf sequences s; and s;.




Finding Intermediate Sequence

= No need to compute pairwise distances
between the potentially very large number of
hits.

= The number of pairwise distance score
computations: O(mn+r)

= The number of score comparisons is O(mrr).




Choosing Intermediate Sequences

= The number of intermediate sequences can
be very large

= Use a subset of intermediate sequences

= Similar sequences are likely to contain
redundant information

= Choose a small subset of intermediate
sequences using a greedy strategy

= Goal: identify a combined set of sequences
as divergent as possible




Choosing Intermediate Sequences

= Definition

Definition 3. Given n input sequences sq,...,s,, m intermediate sequences
... Tm, add k intermediate sequences from among rq,...,r,, denoted by
Snd1y- -« Sntk, S0 that the minimum distance befween sequences in the com-
bined set s1,..., 8,4k is the largest possible when distances between the inpuf

SeqUeNces s1,..., 5, are ignored.




Choosing Intermediate Sequences

= Greedy algorithm

[nput: n input sequences s1,..., sy, m intermediate sequences r1,... ,rm,

distance score d(r,s) between two sequences r and s.
Output: k intermediate sequences sp41,...,5,4; added to s1,...,s

Re{ri,....,tm};
for each r; in R do { d; & mini<j<, d(r;,s5); }
fﬂrji—ltnkdn{
Spti — ry with the maximum d;; remove ry fn:rm R;
for each r; in R do { d; < min(d;,d(r;,sn4;)); } }




Choosing Intermediate Sequences

= |teratively add the farthest intermediate
seguence.

= Does not guarantee optimum divergence, but
still reasonable.

= The number of pairwise score computations is
O(m(n+Kk)).




Constructing Sequence Profiles

= Assign each intermediate sequence r. (i=1..m)
to the most similar sequence S, ()=1..n+K).

= Use star alignment for each sequence S, and
the intermediate sequence assigned to |it.

= The relative frequency of each residue of S, IS

used to construct a profile as a probability
distribution.




Constructing Sequence Profiles

= |[f the number of very closely related
sequences assigned to S, IS very large, It will

have over-contribution.

= Solution: before choosing intermediate
seguences, remove seguences from the
original set so that none of the remaining
seqguences are very similar to each other.




Modified Pair-HMM

= Original model:

X X X -
Yy - y
Probability e(x,y) e(x) e(y)

= O: the gap opening probability
= ¢ the gap extension probability




Modified Pair-HMM

= Add the probability distribution of residues at
each position:

= p (X,/): residue x at position /in X.
= p,(y,)): residue y at position jin Y.

= New emission probability of state M:
e'(i, /)=, P (x,i)p,(y,jle(x,y)

e' (1= p,(x.itelx) e'()=3 p,(x,i)ely)




Modified Pair-HMM

= Secondary structure predictions:

= In state M, introduce an additional parameter a

= Subdivide the emission probability e'(i,j) into two
cases to obtain the state M(a) with emission
probability ae'(i,)) if (x,y) at position jin X andj in
Y have the same secondary structure type.

= (1-a)e'(i,)) otherwise.
= Decrease in emission will allow more gaps:
= Use 8 to compensate for the change




Modified Pair-HMM

= Secondary structure prediction

original
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Performance

= Benchmark Sets: = Compare with:
= BAIIBASE 3.0 = MAFFT 5.8
= HOMSTRAD = ProbCons 1.10
= PREFAB = SPEM

= SABmark




Performance

SPS oS

MAFFT FrobCons SPEM IS8PAlign |MAFFT FrobCons SFPEM ISFAlign
1V1 {38} 64.8 64.5 73.1 76.0 | 44.6 40.4 hl.6  56.9
1V2 {42} 92.8 43.4 92.1 93.5 83.9 ah. 6 42,6 85.8
1 {V]—VE:J {80} 79.5 T9.7 33.1 85.2 65,2 A4, 2 7.9 T3.1
va ]'-.I.-'LFFT:| Eﬂle—ﬁg E-EIE—Eg ED.I}I} gEe—T}
Ve F‘r-:-'l:l-':fnlm} Te—d4 Zde—0f 0.01 2e=h
{1.-.-; E-PEI-.I::I {G.DGE} (9&—5}
2 {37} 41.8 89.7 45,0 91.9 | 46.0 40.8 471 53.8
3 {29} 81.4 78.8 32.8 83.5 | Hh.8 hd. 3 hl.4  59.9
4 {36} 49.2 a6.8 a7.5 90.3 | 67.9 IR hh4d 633
5 {14} 83.2 87.5 a7.0  90.3 | 57.6 hi 4 hH.9  63.9
All {1—5} {196} | 84.5 83.3 450  BT.5 60,3 hT.3 hd.a  64.6
{'.'.1. ]'-.I.-‘LFFT]I (D.ﬂﬂﬁ] {Ee—ll} {—} {Ee—ll]}
{1.'.1. F‘r-:-'h-'i:fnnrs} {53—4} EEE—].E} {—} {43—1[:'}
{1.-.-; E-PEI-.I::I I:EE—T") {-5-3—11}




Performance

SPS (S SEEL ISFAlign ISFAlign
FrobCons SPEL 18PAlign |ProbCons SFEM ISFAlign (va ProbCons) (ve ProbCons) (va SPEM)
0-20% {156} | 49.7 67.2 68.5 | 431 610 62.7  (4e-23)  (5e-24)  (de-h)
20-40% {459} 80.5 85.6 86.8 | 747 804 B81.9  (2e-29)  (2e=53)  (Te-T)
40-70% {348} 948 949 955 | 922 923 3.2  (0.03) (2e-9)  (0.003)
70-100% {69}| 99.1 985 99.0 | 99.1 984 989  (0.007H) (—) (—)
All{1032} | 819 868 B8T.8 | 774 827 84.0  (2e-4)  (8e-87)  (1e-12)
T h [5FAlign-  ISPAlign-
HMAFFT? FrobCons’ MAFFT®? ProbCons®? 882 18PALign® (va MAFFT®)(ve MAFFT®Y) (va 5B
0-20% {887} | 36.2 38.9 h6.7 hh.6 646 64.8 (3e-36) (5e—46] (0.03)
20-40% {588} 81.0 82.8 87.1 87.2 897 80.1 (2e-16) (fe-28) (0.01)
10-70% {112} 962 964 960 954 953 97.6  (0.02%) (—) (—)
T0-100% {95} 97.9 978  98.0  9T.3 972 08.0  (6e-i¥) (—)  (0.005)
Al{1682} | 594 614 723 TLT 773 77T (ledf)  (Te-69)  (2e~d)




Performance

D Y
FrobTlons SFERLI IEFPAlign |FrobCons SFPELI IEPAlign
Twilight {205} 29.3 44,2 46.1 21.0 30.8 32.0
{vr-: PICI]:-'::I:-:I:IH} {EE—EE} I:EE—EEJ (IE—E?:I {EE—EQ:I
(vs sSPEL) (0.01]) (0.005)
Superfamily {422} 57T.1 Ha.d 69.0 44.6 50.9 51.6
{vr-: PICI]:-'::I:-:I:IH} {43—49} I:].E—Ellj (IE—"-I-E:I {1&—51}
(ve sPEL) (0.02] (Te—d)
HOMSTRAD ©5 PREFAE ()
FrobCons hethodl Bethod2 KMethodid MMethodd |ProbTons KMethodl kMethod2 Liethodd Liethodd
0-20% 43.1 59.1 58.2 hb.4 62.7 38.9 ha.2 H8.6 1.4 64.8
{'.-'.-s- pre*.‘imm) {HE—EEJ {—J (D.M} {EE—E} (EE—].DE) {—] {EE—].E) {TE—EQ}
20-40% 4.7 79.1 79.6 531.4 81.9 32.8 38.7 39.0 89.7 90.1
{'.-'.-s- pre*.‘imm) {EE—Eij {G.DDE} {TE—14} (D.GGEI] {93—45} {—] [EE!—"—].-} (D.ﬂﬂi]
40-70% 92.1 92.1 92.5 u3.1 93.2 uh.4 ud. 4 96.6 097.8 97.6
{'.-'.-s- pre'.'inllr:.]l {—} (EE!—";I-:I (D.ﬂﬂl) (—]l (—] {G.DDE} (—]l I:[I.EI'EI'S*]I
T0-100% 99.1 98.2 99.1 90.2 98.9 uT.8 97.0 96.9 98.1 98.0
{'.-'.-s- pre'.'inllr:.]l {EE—"'-l*]l |::].E!—";1-:| (—:I IID.EI'EI'H*]I IID.IH*]I I:G.DE} (—:I (—]l
All T7.4 31.7 82.12 83.2 84.0 1.4 T73.5 73.9 Ta. T TT.7
{'.-'.-s- PIE‘r‘iDII.‘i]I {EE—EEJ |::1E!—E:| {13—14} {I'E'—ﬁ} (TE—lﬂlE} {—]l {23—15} {43—23)




= Adding intermediate sequence

= Rather than a fixed number, the number to add
depends on the number of the input.

= Or until the minimum distances fall below a
threshold.

= Retain the pair-HMM using a set of confirmed
secondary structures.

= Use other profile method
= Use 3D structures if possible
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Thank you!

Questions or Comment?




