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Abstract— Protecting BGP routing from errors and malice First, most of the solutions require significant changeshin t
is one of the next big challenges for Internet routing. Sever  routing protocol. Second, many solutions are computalipna
approaches have been proposed that attempt to capture and jnangive requiring significant processing and resourdes a

block routing anomalies in a proactive way. In practice, the th ¢ hich t ¢ t be able t
difficulty of deploying such approaches limits their usefuhess. € router, which many current routers may not be able 1o

We take a different approach: we start by requiring a solution ~ Provide [17]. Third, many approaches require additionabgl
that can be easily implemented now. With this goal in mind, infrastructure such as certification authorities. Foutliese
we consider ourselves situated at an AS, and ask the question splutions have limited usefulness when partially deplojd
how can | detect erroneous or even suspicious routing behawi? Thus, the benefit of the first deployments is minimal, and no

We respond by developing a systematic methodology and a - . . .
tool to identify such updates by utilizing existing public and ©N€ IS willing to make the start. Fifth, ISPs are commercial

local information. Specifically, we process and use the akbation ~€ntities that are driven by profitability and customer dedjan
records from the Regional Internet Registries (RIR), the I@al and proactive solutions can be quite expensive to deplat, La
policy of the AS, and records used to generate filters from put not least, many proposals focus more on the technical
Internet Routing Registries (IRR). Using our approach, we anq engineering aspects, and less on the usability and user

can automatically detect routing leaks. Additionally, we dentify . .
some simple organizational and procedural issues that wodl 1endliness. However, network operators are reluctaatiopt

significantly improve the usefulness of the information of he Ccomplex and difficult to manage solutions.

registries. Finally, we propose an initial set of rules withwhich In this paper, we evaluate a reactive based framework
an ISP can react to routing problems in a way that is systemat, that can be used to detect unauthorized advertisements of IP
and thus, could be automated. prefixes. The goal is to raise flags that a network adminatrat

can further investigate. For our framework, we revisit tise u
. INTRODUCTION of the Internet registries. There exist two different kinfl o

The Border Gateway protocol (BGP) [27] sits at the hearggistries. The Regional Internet Registries (RIR) canthi
of Internet routing, and is inevitably facing many secuetyd allocations of IP addresses and AS numbers. The Internet
robustness problems. The first problem is the unauthorided ®&outing Registries (IRR) contain the policies of the ISPs.
vertisement of IP prefixes. For example, in 1997, AS7007 [20he RIR registries are used for accounting and administrati
de-aggregated and advertised a large portion of the Irtternsractices, while the IRR are used for decentralized filter
attracting traffic away from its rightful owners, thus ciegt generation and debugging of routing problems. It is widely
a ‘black-hole’ for Internet traffic. The second type of preil  believed that these registries can not be trusted to cofresh
is the use of illegitimate paths [23]. The traffic is going@t and valid data, mainly based on empirical evidence. In this
right destination but over the wrong path. In this paper, wsaper, we show that even though the status of the data is not
focus on the first problem. These problems can appear eithigg desirable, we get a very satisfactory result. We anadyze
because of malice or human error, to which BGP is especiatlne period of13 days and found the number of suspicious
vulnerable [19]. Part of the problem is that configuring thepdates to be quite small, usualgss than 1 to 3 per hour
routers is complicated, the available tools are usually-lowWhis simply means that a network administrator will need to
level with no static correctness checking, and no immedigte/estigate less than 1 to 3 events per hour, something ghat i
feedback control on possible errors. As a result, it is diftic certainly feasible. Additionally, we analyze a real incitief
to predict what will happen with a configuration change [1Q large routing leak and analyze how ISPs react. We show
and trial-and-error is often used. that many ISPs are quite unprepared and slow to respond

BGP has evolved in an incremental way [13][30][7][11}o route leaks. It took ISPs over one hour to respond and
and has partially addressed some of these security requiegoneous updates were circulatiGglays later. Furthermore,
ments. But, there is a need for more security [22][21][8the above validation tasks can be performed by a single AS
Several proactive approaches have been proposed [18br several cooperating ASes in a distributed way. These ASes
[17][15][12][14][29][31][25][16], and IETF has a establied could form a group of trust, exchange information, and look
a working group [3] to investigate and recommend routingut for violations of each other policies, in a similar fashias
security requirements. The most well-known and advancédte Neighborhood Watch program in real life. The motto for
approaches are S-BGP [18][17] proposed by BBN, arttle Neighborhood Watch program is “We look out for each
SoBGP [15] proposed by CISCO. other” and this can also be applied in the Internet case.

The current proactive proposals have several problemsThe rest of this paper is structured as follows. In section Il
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A. Internet and BGP-4

The Internet is structured into a number of routing domaingy. 1. Example of (partial) Prefix Allocation records for &and SWIP.
that have independent administrations, calkgtonomous
Systems (AS) Each autonomous system is identified by a
number,asn which is assigned to it by an Internet registryfor RIPE, the annual fee for an extra small organization is
An Autonomous System uses an intra-domain routing prex1,750, while for an extra large organization the fe€@500.
tocol, like OSPF or IS-IS, inside its domain, and an inter- The LIR and the end users of the IP allocations are required
domain protocol to exchange routing information with othe utilize the address space in an efficient manner. They tteed
Autonomous Systems. The defacto standard for inter-domaiiaintain detailed documentation to justify evexrgsignment
routing is BGP-4 [27]. The primary difference between theof resources. For example, in ARIN region, an ISP should
intra-domain and the inter-domain protocol is that the firgtave documented every assignment that contain eight or more
one is optimized for performance, solely based on operatiomddresses. The RIR may, at any time, ask for this information
requirements, while the second is used to enforcgdiiey of If the information is not available, future allocations may
the Autonomous System, which corresponds to libhsiness be impacted or current allocations may be taken back. The
relations with its neighboring ASes. basic criteria that should be met to receive prefixes dt&%

An Autonomous System given its policy, will advertise tammediate utilization rate and 50% utilization rate within 1
its neighbors a list ofP Prefixesthat are reachable throughyear. Additionally, in order to request a new allocation )8R
it. Each route is tagged with a numberaifributes. The most must show at leas$0% utilization of its current allocation.
important attribute is thS_PATH. The ASPATH is the list The assignments within an allocation are checked routinely
of ASes that packets towards that route will traverse. An Agr correctness when a LIR requests for a new allocation. For
usesfilters to describe what it will import from and exportexample, RIPE will make 3 random checks of assignments
to a neighboring AS. The filter can include a list of prefixesind will ask documentation to evaluate them.
a list of regular expressions on the ABTH, a list of BGP  The previous part describes the current procedures for
communities, or any possible combination of these three. allocation of IP space. Internet has evolved in both the IP
address architecture and the administrative procedured. us
First, Internet moved from a classful address to a classless

Administrative procedures are necessary to ensure #@dress architecture. During this first period resources we
uniqueness of IP addresses and Autonomous System Nigifbcated using classes and were provided very liberally to
bers. The registration process is coordinated by the letergrganizations with minimum requirements. They used five
Assigned Numbers AuthorityANA . The registration is hap- classes. In a class A allocation, the first 8 bits were used to
pening in a hierarchical fashion, in which IANA allocatestsa identify the network, while the remaining 24 to identify the
of the Internet address space to regional Internet regsstrend host. A number of organizations have selfishly mainthine
RIR. Currently, there are four RIR establishedRIN serving these allocations. We refer to these allocations BEACY .
North America, a portion of the Caribbean, and sub-equetorjn 3 class B and C allocation, the first 16 and 24 bits identify
Africa. RIPE is serving Europe, the Middle East, Central Asighe network while the last 16 and 8 bits the host. We refer
and African countries north of the equatdPNIC is serving tg these early allocations @&RX-RIR. The remaining two
the Asian Pacific region andACNIC is serving the south classes were used for multicasting and for experimental use
America. RIR subsequently allocate IP space to National Bhd we don't use them in our analysis. Note that for both
NIR or directly to Local IRLIR usually large ISPs, which in | EGACY and ERX-RIR, we refer to them as separate RIR
their turnallocateresources to thend users corporations and eyen though technically they are not. The reason is that even
other ISPs. The community supports the RIR by paying annygthese records physically exist in the RIR registries, RIR
fees based on how many resources they consume. For exampl@ no authority on these records.

1 - - . . ; ) The RIR use a number of different formats to register

A new RIR, Afrinic, was officially established in 2005 and &sponsible . . .
for parts of Africa. In the time period we examined, the relsothat are now the allocation records. RIPE and APNIC uBeuting Policy
part of Afrinic were part of either RIPE or ARIN. Specification Language (RPSL)[5] [9], while ARIN uses

B. Resource Allocations: Regional Internet RegistrieR(RI



as-set: AS-5 - N .. .
menber s- AS5, AS5: AS- CUSTOMERS Algorithm 1 wvalidate_origin AS (prefix,asn)

mt - by: AS5- MNT 1

:inetnums «— find_prefix_allocations(prefiz)

as-set : AS5: AS- CUSTOVERS 2: routes «— find_routes_with_origin(prefix,asn)
menber s: AS2 3: for inetnum in inetnums do
mt - by: AS5- MNT 4: org-inetnum «— find_prefix_organization(inetnum)
route: 199. 237.0.0/ 16 5 for route in routes do o
origin: ASE 6: org-route — find_route_organization(route)
mt - by: AS5- MNT 7 if org_inetnum == org_route then

8: returnstrongly validated

9: for inetnum in inetnums do
10:  orgunetnum «— find_prefiz_organization(inetnum)
Fig. 2. Example of (partial) policy records of an AS. 11: org-ases «— find_organization_ases(org-inetnum)
12: if asn in org_ases then
13: return strongly validated

. 14: if routes not empty then
SWIP [26], and !.AC;NIC use a mix qf RPSL and SWIP.15: returnweakly validated
The NIR that exist in the APNIC region seem to use an.. .

. 16: returnnot validated
RPSL based format. In Figure 1, we have an example ©f
allocation records for prefixes in both RPSL and SWIP. Note
that these are partial records. The first is the allocaticond . L . . .
who is administering this policy. In Figure 2, we have an

for 213.68.0.0/14. Note that the maintainer of the record is & ample of partial policy RPSL. records for an AUtonomous
RIPE maintainer and that it allows maintainer UUNETDE_ P P policy

I, to register further assignments. An example of such System. Theoute class is used to register the IP prefixes an

assignment i213.70.90.80/28. For the SWIP case, we have can originate. Thas-setand route-set clas_ses are high
. : ! level structures that can be used to group prefixes. For éeamp
the OrgID attribute that can help us find the hierarchy in . : . ;
. . . an AS can create an as-set that will contain the prefixes of its
assignments and the correlation with the AS numbers.

: N ustomers. Finally, the aut-num class contains the impmit a
RIR Dataset:For our analysis, we use the registries o? Y ot

December 28, 2004. The registries contajAd17, 553 prefix the export policies for every neighbor of th? AS. Note_ thfrﬂ
. . every class has a mnt-by attribute that specifies the magrtai
allocations and1, 105 AS number allocations artt} 277, 091 L )
. . o of the record. This is done for security reasons so that only
technical personnel contacts. Note that in addition weyaeal e maintainer can undate that record
the registries of January 09, 2005 to capture the changeein %ﬂ P '

registration records in that time perfodVe should stress hereokl)n Oltj(; F;rﬁz:ogz moerkréz?i’tevﬁl: dhagﬁcdevglljorpte;iofl ’\rlne er;he(():?s-
that our evaluation is based on public data 9y y g poticy.

can solve problems such as merging multiple registries and

C. Routing Policy: Internet Routing Registries(IRR) cIeaping the regi;tered policy. Additionally, we can reeer
engineer the policy of an Autonomous System, check for

The need for cooperation between Autonomous Systems,isssihle errors and find the correlation between the import

fulfilled today by the Internet Routing Registrie|RR) [1].  ang export rules. This way we can check the consistency of
The main uses of the IRR registries are to provide an eggy registered policies.

way for consistent configuration of filters, and a method to
facilitate the debugging of Internet routing problems. ASe I1l. FRAMEWORK FOR VALIDATING ORIGIN AS

use the RPSL to describe their routing policy. At preserteh In this section, we present our framework and show how
exist 70 registries, which form a global database to obtain Re can validate 'Ehe origin AS of a BGP announcement

view of the global routing policy. Some of these registries Data for origin Validation: For the origin AS validation,

are regional, like RIPE or APNIC other registries describe e use mainly the allocation records of RIR. Our framework

the policies of an Autonomous System and its customers lylﬁ\)lé L )
. ' uses the fact that RIR allocate to an organization prefixes
example, cable and wireless CW or LEVELS3. 9 P

X . . . d AS bers ind dently. Thus, AS ber that
The design goal of RPSL is twofold. First, RPSL prowdesan numbers incependentl. Thus, any numper tha

tandard dor ind dent| that the bdli n organization handles can be the origin AS of the prefixes it
standard, vendor independentianguage, so that th€ pelay 0 ,yministers. Note that using the route record, an orgdoizat

AS can be _publls_hed in an easy to understand format._Seco identify which of these ASes can be the actual origin AS.
RPSL provides high level structures for a more conveniedt an

compact policy specification. There exist 12 different ypé A. Origin AS Validation
records that either describe portion of a policy, or describ

We try to find the following: Given the prefiX and the
2With the exception of ARIN, since we were given access onlthie correspond_lng patP = [a,l’ ""aifl’ai]_' CheCk. thata; can
December 28, 2004 records be the origin ofl. The main algorithm is Algorithm 1. First,
®ARIN and LACNIC require an AUP agreement prior to providingcess in lines 1 and 2, we find all records that contain the prefix
0 j:l‘z{et’t‘;':t‘gg:’r:SR‘Tgté"an 4 APNIC have & sindle reaistrv for batreaion, 2Ot 07 the allocation records and route records that tegis
gle registyy for alon e AS as the origin AS. Next, in lines 3 to 8, we check if

records and policy records. ARIN, maintains a separatestrggfior the policy - . ! )
but is not widely used and LACNIC maintains no registry foligo a prefix allocation record and a route record are maintained



TABLE |

by the same organisation. This works mainly for the RIPE
ROUTE COLLECTORSDATA SUMMARY

and APNIC registries, because ARIN has a very small IRR
registry and LACNIC has nofie Next, in lines 9 to 13, we Collector | rrco3 rv2 rrc06
check if we can find that the origin AS and the prefix are part = Peers(AS/Total)[|  79/108 34/40 6/6

of the same organization. The first two cases strengly Sggg?ggab'e 326786852’976873 752’775?2%789052 2}2;’53;)3
validated, because the information to correlate the preftk a

the origin are maintained by the same organization and are
tied to the allocation records (RIR). If we can not find the
necessary information using the RIR records, we will use

TABLE Il
ROUTE COLLECTORSORIGIN VALIDATION SUMMARY

the route records in IRR. These cases weakly validated, Collector | o3 v2 1rc06

because any AS can register that it is the origin of the prefix. Unique (Prefix,AS) || 164,152 177,507 158,498

We run the algorithm for botl; anda;_; in the case the; Number of Flags 6,008 6,109 6,039
Percentage of Flag 3.6% 3.4% 3.8%

can not be strongly validated. We check both ASes inorder to
capture cases where the provider has the prefix allocatiains b
the prefixes are used by its customer.
Depending on the goal we want to achieve, there can hew a reactive scheme works.
many different modes of operation for the origin AS validati For our evaluation, we analyze the BGP routing tables and
For example, if we want to detect malicious users, then thgdates during the 13-day perfpdstarting at December 28
validation should only use the strongly validated cases. 2004. We analyze three collectors;2(routeviews2) [24] in
malicious user can simply register a new route object in omrth America (USA),rrc03 [2] in Europe (Holland), and
of the IRR registries and thus avoid detection. In this paperc06 [2] in Asia (Japan). In table I, we have a summary of
we focus more on how to detect misconfigurations and humgie routing collectors. The largest in terms of peers is3rc0
errors, and thus we can use more relaxed criteria. with 79 AS peers and08 peerings. RV2 is the largest in terms
In this spirit, we also use a number of empirically derivedf routing entries and the number of updates it received. The
rules for the validation. We refer to them ampirical rules, rrc06 collector is much smaller than the previous two, but we
and we group them in two categories. In the first category, ve@alyze it for geographical diversity.
use common information between already validated (origin
AS, prefix) tuples and tuples we want to validate. In th&. Origin AS validation

second category, we use the references to technical p&isonnThe first validation is to check whether the origin AS is
to correlate between prefixes and AS numbers. Regarding fifhorized to advertise the prefix associated with the path.
first category, we can validate an origin tuple if we havgve examine all unique origin tuples, i.e. (prefix, origin AS)
validated a less specific prefix with the same origin ASound in a collector. We find the origin tuples by analyzing
Additionally, if a validated tuple and a non-validated sh#re hoth the routing table, which is our starting point, and ti@FB
same DNS server and the same origin AS, then we can algsdates that the collector received during the 13 days gerio
validate the tuple. Regarding the second category, if we hay table 11, we show the number of unique origin tuples and the
the same technical contact for a prefix allocation and an Asercentage of origin tuples that raised a flag in our approach
number then the origin tuple is valid. Additionally, if, @ For rrc03 we have, 008 flags out of the total 64, 152 origin

the contact information associated with the prefix allamati tuples. The percentage of flags3i$% for rrc03,3.4% for rv2

and the AS number, the email server is the same, the origind 3.8% for rrc06. This result is both positive and negative.
tuple is considered valid. For the remaining cases, if wetdomon the positive side, we have ovEss, 000 origin tuples that
have conflicting data we assume that the origin tuple is valigan be validated. On the negative side, the allocation dscor
The conflict arises if we have another prefix that includes ghouldbe accurate. In the next part, we examine in more detail
is including the prefix we examine, and has a different origifow we validate the origin tuples and analyze the flags per
AS. In our evaluation we didn’t find an empirical rule that wer|R and per origin AS. Due to space limitation, our analysis
use much more frequently than the others. focuses on the rrc03 collector.

In later sections, we use the teronigin tuple to refer to  Examining prefixes per RIR: We start by classifying every
the (origin AS, prefix) tuple, and we refer to the tuples tharefix, found in the origin tuples, according to its RIR. We
we can not validate aags have 64,272 prefixes from the ARIN region29,071 from

IV. BGP VALIDATION RIPE, 29,242 from APNIC, 7,483 from LACNIC, 29,661
from ERX-RIR and4, 423 from LEGACY. Note that old al-

In this section, we evaluate the origin AS validation. Wetfirgocations, ERX-RIR and LEGACY, have a significant number
analyze how well the validation works, and then we investigaof prefixes.

ARIN and ERX-RIR have significant contribution in the

SNote that th t d t of an IRR registry. Tliierdi :
ote that Pio foute records are part oF an registy renC®  number of flagsin Figure 3, we have the number of flags

between an IRR registry that is run by a RIR is that there edsisistency
checks so that an organization can register a route recoly ibrit is
authorized via the allocation record. 80ur evaluation is limited to 13 days due to limited access RiMs data.



TABLE Il
PERCENTAGE OFFLAGS PERRIR(RRCO03)

35000

® Strong validation
8 Weak validation
o Empirical rules validation
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I Fia. 4. Details on how we validate the oriain AS.

ARIN RIPE APNIC LACNIC ERX!RIR LEGACY

25000

ARIN RIPE APNIC  LACNIC ERX-RIR LEGACY

Per RIR H 4.7% 0.79% 2.1% 1.1% 5.7% 8.7%
All Flaas 49.9% 3.8% 10.2% 1.4% 28.2% 6.4%
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Fig. 3. Unique (Prefix,AS) origin tuples that can not be \atigdl per RIR.
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per RIR. We have3,000 flags for ARIN but only 232
flags for RIPE. The contribution of ARIN and ERX-RIR, Fig. 5. Distribution of number of unvalidated prefixes an A®jimates.
is significantly larger than the contribution of the others.

table I, first, we have the percentage of flags compared to

the total number of origin tuples for every RIR. For ARIN weFOUNtry of registration. The vast majority of ASes that teea

have4.7%, which is an order of magnitude larger compared flags are caused by US administered ASes. Note that this holds

RIPE, APNIC and LACNIC. Additionally, the old allocations@C"0SS administration areas. For example, most of the flags
have a comparably high percentage of flags With% for within the RIPE region are caused by US administered ASes.

ERX-RIR and8.7% for the LEGACY IP space. Second weAnother interesting point here is that the second columoris f
have the percentage of contribution for the total number 6S€S from Turkey. Most of these flags are due to a single AS

flags. 50% of the flags are from ARIN while8% are from that advertised erroneous prefixes from all RIR areas. Bhis i
ERX-RIR. These results reveal that potentially there exist 1€ known eventof AS9121 [4] which advertised ovep, 000

problem with the ARIN registry and with old allocations. prefixes to its peers. What is not known is that even though
RIPE is the best maintained RIR Figure 4, we analyze the event happened in December 24 2004 and believed to have

the different RIR by examining how we validate the origiﬁaSted for a day, we could see its effect on Decemper28 and _for
tuples. As we describe in section I1I, we have three categori 2t 1€ast two more days for a small number of prefixes. We will
the strongly validated, the weakly validated and the erogiri €<@Mine that eventin section V. The fourth spot, Unknown, is
rules. The best overall RIR is RIPE where most of thier ASes that we could find no allocation records in any RIR
origin tuples can be validated in a strong way. A surprisin@g'on'

result is that APNIC is not performing as well as RIPE eve
though they use the same registry format. If we compute t
percentages, we have tha% are strongly validated for RIPE ~ We will consider a fictitious case where we would like to
but only 40% for APNIC, while we have51% for ARIN validate events as they arrive. We would only need to check
and 61% for LACNIC. In APNIC, we can validate more unigue events, which then we could cache and remember. With
origin tuples using route records than allocation reco@ise our system, we assume that we will only need to check the
possible explanation for this poor performance is the erist  flagged events, thus our scheme can act as an administrator
of national registries(NIR) within the APNIC region. We il advisor. We find that usually one would need to check no
talk in more details about this problem in section VI. more than one flag per hour.

Examining flags per origin AS: Next, we look for patterns ~ We start with the origin tuples found in the routing table
of flags by correlating the flags by the origin AS. In Figure 5f December 28, 2004. We take these tuples as given, and we
we plot the flags for an AS versus the total prefixes this A&amine the updates for the nedd days. We try to validate
originates. As we see from the figure, we have flags both froenery unique origin tuple that we see for the first time, which
ASes that originate a small number of prefixes and from ASeg refer to asevent
with a large number of prefixes. This shows that there are noCaching alone does not help mudtiow many new events
implicit patterns. For example, we don’t have the case thdd we see over time? If we keep seeing the same updates the
only large ASes generate flags. Thus we need our systamed for our tool may be limited. Simple caching of legitimat
since we can not focus only on a few ASes. events would eventually ensure that we only accept good

US administered ASes are the main source of flsiggt, in  updates. In Figure 7, we plot the number of unique events and
Figure 6, we find for every origin AS that creates a flag, thive corresponding events that caused a flag versus3tdays

s Reactive origin AS Validation
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for various collectors.

of observation, we aggregated the time in intervals of ong ho
for visualization purposes. We find that it is not uncommon at usually these flags are correlated to one incident amd th
have a large number of events like over 100 events per hoa@iministrator can analyze them as one. Using this approach,
and it can go as high @00 events. Additionally, we don't we find that we have a maximum 0fAS-based flags per hour
find any reduction in the number of events as time progressgs. rrc03, 6 for rv2 and11 for rrc06. Additionally, with79%
This shows that a scheme that is solely based on historygbability we have equal or less thanAS-based flags per
validate the prefixes would not help in practice, since thefgur for rrc03. These results are quite encouraging and show
are too many new origin tuples to validate. When we use tkigat we can achieve a significant reduction in the number of
information stored in RIR, thus find the flags, we see that Wiags.
have much fewer events to investigate. o Next, we focus on rrc03 and we classify the flags based on
We usually have O to 3 flags per howe examine in more thejr RIR. In Figure 10, we plot the CDF of AS-based flags
detall the flags per hour. In Figure 8 we plot the Cumulatlv,ger hour. As expected, ARIN and ERX-RIR, have a much
Distribution Function (CDF) for the unique events and esenhigher probability of having flags. Note, that for RIPE and
that caused flags for all three collectors. Note that the 8 afiacNIC, the probability of having zero AS-based flags per
is in log scale. As we can see the total events for the thrggyr is around or ove95%, while APNIC follows with 90%.
collectors follow the same pattern, and the rrc03 and v2 b ration of flagged origin tuplesThe next question is for
collectors have an almost identical distribution. We have g, long flags are present in a routing table. If the flags are
50% probability to have more tham0 events per hour, and present only for a small time period then the ability or even
a 10% probability to have overl0. On the other hand for yhe need to a reaction could be limited. We focus on rrc03 and
the flags, the probability to have equal or less thiaand 1 g)pe  APNIC and LACNIC that have the fewest percentage of
flags in an hour for rrc03 i51% and 70% respectively. The qa45 and thus it is more likely that these flags could be &ctua
probability of having less or equal thahflags in an hour (o ting leaks. First, we want to investigate hgersistent
is 83%. Additionally, we have a maximum of8 flags per inese flags were. We compute the percentage of time these
hour. This can be potentially a problem, but we will show thaf, 45 \vere present in the routing table. Note that the withdra
the flags are not independent of each other and thus we e41 flag can be both explicit, via a withdraw, or implicit ifeth
minimize even furthe_r the cases that need to _be |nvest|gat%%er advertises for this prefix a new path. In Figure 11, we plo
AS-based correlation of events and flags.Figure 9, we 6 histogram of the persistence of the flags. The persistehc
plot the number of total events and flags aggregated in iakervihe flags is bimodal. First, we have the flags that are present f
of one hour and grouped by the origin AS within that intervaly g || percentage of time, usually they last for less B
This means that if for example AS1 was the origin AS f0f;5m the time we first saw the announcement. We have around
three flags during a time period of one hour, we have 0,”%0 such cases30% of the total flags. The remainirg)% of
one AS-based flag and not three. The reason we do thisys fiags were very persistent in the sense that they wetgaisi

"We have cropped the y axis &80 max, the points aB6 go to 538 and until the end of our data from the time they appe_are_d.
at 298 go to 235 events. In Figure 12, we plot the histogram of the duration in hours
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by AS1299. Note that we calculated this percentage by using
AS that is adjacent to AS9121 in the AS path. The reason
we mention this is that for example AS1239 also propagated

of flags that have a persistence equal or less3b#t We find
that flags can last for over 40 hours sometimes close to
h . On the other hand, h aad that last f : .

ours. On the other hand, we have arodfdlags that last for [bad prefixes it learned from AS6762.

less than one hour. Note that the flags that lasted approsiyna X . )
Y g PP There was virtually no warning for the leakn figure 13,

40 hours, were actual leaks as we will see in the next section. ot th b £ oricin AS fl for AS9121
To summarize the origin AS validation results, we shoy/® Plot the number of origin ags for VErsus

that a reactive approach could be effective but mainly agaiﬁm}e' V\:ﬁ sltartkoxr e\%aluanpnt;]n I?ecem?r(]e ' 20.’ 20?4’ 4 _da;l/s
misconfigurations and human errors. Even if we include eﬁﬁfre tteh eﬁ ' tshst(t)rm Im k?w 'gure, d eAr‘eslgslg;ly a stlng €
prefixes, the number of flags is sufficiently low to guarant e at the hour that In€ ‘eak happened. created no
a low overhead in validating the origin AS. Problems exid ags.before the main incident. T.h's means that there was no
mostly in the ARIN region and old allocations, but these a arning that something was going to happen, and thus the

not so serious as to prevent the effective deployment ofI Ps were ur}preplzred.. inal S912 q
reactive approach. Duration of Incidents:Interestingly, AS9121 created two

rounds of incorrect advertisments. In figure 14, we have the
V. THE PROFILE OF AMAJOR ROUTING LEAK first round. We plot the evolution of the number of bad entries

In this section, we study an actual leak that occurred iR the routing table of rv2. The round started at 9:19:57 and
December 24 2004. We use the routing collector rv2 to stuigaked at 9:33:47 with close 00,000 bad entries. This
the leak. At 9:29 UTC time, an AS from Turkey, AS9121 byigure shows that for the first round we had a duration of over
mistake advertised to its neighbors o6, 000 prefixes. This one hour. In figure 15, we plot the second round that started
was the largest single incident since the AS7007 leatopy. at 19:47:7, and peaked &D,000 bad entries. The second
The AS9121 leak gives us a unique opportunity to examine tFeund was much smaller than the first. This shows that when
reaction of ISPs and observe the behavior of the system. [AS€s anticipate possible leaks the leak incident becomes mu
similar to studying the frequency response of a system, twhigmaller and shorter.
is typ|ca||y measured by app|y|ng an impu|se to the System ASes reacted SlOWNn figure 16 we plOt the reaction time
and measuring its response. This leak was so large that ei@fa total of 18 ASes. The figure shows that most of the ASes
ISP should have identified it within few minutes. reacted very slowly. Their reaction time was over an hour.

What happenedThe source of the leak AS9121 advertisedhe AS that reacted first was AS701, but it took half an hour.
to its peers ovet 00,000 prefixes. Usually, ASes accept fromBasically, the bad entries were withdrawn from the routing
a peer a maximum number of prefixes to limit the damage ft#ble when AS6762 stopped advertising the bad prefixes.
exactly these kind of incidents. This was the case for exampl
with AS1239 and AS1299. Unfortunately, this was not the case
with AS6762, which accepted everything AS9121 advertisedIn this section, we first discuss how ISPs can improve their
to it. In total we found that90% of all paths in rv2 were reaction to routing problems. Then, we discuss what should
propagated by AS6762, while oni§3% by AS1239 and2% be improved in the registries, both RIR and IRR, in order to

VI. DISCUSSION
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improve their usability.

A. A Systematic reaction approach for ISPs

In the previous section, we saw indications that some ISP8iversal meaning.
may not handle problems effectively, and they react toolglow There are several other issues that our systematic reaction
We believe that the ISPs should be prepared for these kip@eds to address. First, how we define an event as small. We
of situations, since these are not uncommon. Our goal is 48€ the size of the event to differentiate how we will block
limit the impact of routing errors and go from problems thdhe leak, either by using filters on prefixes or using filters on

last hours to problems that last seconds or in the worst cah. For this first case, we can leave this for the ISPs to
minutes. decide, since it depends on many other things such as their

A simplified reaction to origin AS flagsn order to react, infrastructure. We also use the size of the event to decide if

an ISP will have to answer the following questions: a) Is We want to deaggregate our prefixes. In the case of 9121, if
a big or a small event? b) Does it involve my own prefixegverybody decided to deaggregate during the event, theagout

or prefixes of my customers? C) Will | use a Conservati\;é.mes would be flooded with more specific prefixes and thus
approach? In table IV, we have a high-level initial decisioti could probably cause worse problems in the Internet. Thus
table for an ISP that can be elaborated and fine-tuned furtHBge size of the event should be small enough to guarantee that
Based on the conditions, we have a number of rules tHAere would be no danger for the Internet at large. Given that
determine the actions and the sequence of actions for the It routing tables currently have ove0, 000 prefixes, a few

For examp|e' rule’1 is invoked if (a) we have a small eventthousands of additional prefixes for a Single event should be
that (b) includes prefixes that the ISP originates. The acti§ne.

that correspond to rulel, is first to deaggregate the prefixes
that are affected, and then apply filters based on prefixetho
block the leak. This way even if it takes hours to block the In the previous sections, we identify some subtle issuds wit
original leak, the more specific prefixes that the ISP adsexditi the registries that are the cause of inaccuracies and iityatoil

will guarantee that no traffic will be lost. Of course, afteet use the information effectively. These issues were notesid
end of the event the ISP should withdraw these prefixes. pior to our analysis, and we argue that these are the first
problem can arise with the length of the deaggregated peefixissues that can and should be fixed.

For example, if we own d19, and someone leaks our prefix, RIR specific improvement§irst, ARIN could prevent the
we can advertise more specific prefixes than the leak, thusnecessary use of organization records in its registrgrdh
two /20, and we can solve the problem. This may not workxist close to one million organizations in ARIN. Practigal

if the hijacked prefix is g/24. Advertising two /25 will not for every AS number or IP prefix, an ISP creates a new
necessary solve the problem since most ASes will not accepganization. The side effect is that we can not always fied th
such specific prefixes. The only possible way to solve thimrrelations between the AS numbers and IP prefixes. The fix
problem is to use some sort of special BGP community withere can be that only ARIN can create new organizations, so

How can we improve the registries?



that the hierarchical nature of the registration is mairedi

In addition, it would be important to disambiguate the ory;
ganizations at a global scale. There exist a lot of orgaioizat [2]
that operate across many RIR regions, the ideal case with be E{
have a unique ID across regions and administrative domains:

Second, RIR could improve the exchange and interoperabiFl
ity of information with the national Internet registried®)
that operate within their region. APNIC and LACNIC are [g]
the only RIR that allow the operation of NIR. In the APNIC
area there exist four NIR that allocate resources Within'rtheg%
country limits. The problem with these registries is thatyth
are not transparent, and some of them don't register tHel
direct top allocations to the ISPs. The ISPs do registelrthﬁio]
assignments, but this is not sufficient to analyze the atiocs.
Additionally, most of these registries have no records abddll
organizations and AS number allocations. Another problem]
with not registering the top allocations is that we can't fihd
prefixes that are not allocated yet. As a result, these peefixe
can easily be hijacked. In LACNIC, we have similar problem
For example, the brazilian NIR doesn’t provide the necgssar
bulk whois data, that is, their allocation records. [14]

[15]
VIl. CONCLUSIONS
[16]

Our work suggests the use of a reactive approach until (if
ever) an ultimate solution for BGP robustness appears in ﬁh%
future. We advocate that we should not wait, since the “S’maiL
problems of today, can lead to significant problems in the
future. For example, the permanent de-aggregation becdusé®!
hijacking. It was recently discussed in the NANOG mailing
list that Covad, AS18566, has de-aggregated their prefix@s)
Under normal operation they could originate 6-9 prefixef2
but they originate 817, to prevent a future hijacking of the
prefixes. Another example is the unauthorized use of ressurd21]
There are a number of prefixes and AS numbers that evgﬂ
though appear to be unallocated appear in routing tables:
These problems are just the tip of the iceberg, and need[28]
be addressed. (24]

As our main contribution, we develop an approach andz)
tool for validating the origin of a BGP update. The method
is ready-to-use: it can be deployed today, with the curyen
available information. Our approach is intended to act as an
advisor to a network administrator. By applying our tool of?8]
real data, we arrive at three high-level observations.

A. Registries are useful. The registries contain enough
information to be very useful even as they are, althoughfelre
processing is needed.

B. Small effort, big pay off. Small modifications and at-
tention at improving the information of the registries cavé [31]
significant impact in our ability to safeguard BGP routing.

C. ASes are unprepared.Many ASes do not seem well
prepared to handle routing misbehavior. We saw that the
reaction time for a large scale event (which should have been
easier to detect) took hours. We conjecture that smallde sca
events, which can be more frequent, may take longer to detect
if they ever get detected.

6]

[29]

(30]
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