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ABSTRACT OF THE THESIS

Fighting Spam, Phishing and Email Fraud

by

Shalendra Chhabra

Master of Science, Graduate Program in Computer Science
University of California, Riverside, December 2005
Professor Dimitrios Gunopulos, Chairperson

Spamming in the electronic communications medium is the action of sending unsolicited
commercial messages in bulk without the explicit permission or desire of the recipients. The
most common form of spam is email spam. Phishing is a particular type of spam character-
ized by attempts to masquerade as a reputed business. The objective is to trick recipients into
divulging sensitive information such as bank account numbers, passwords, and credit card
details. Spam and phishing cause billions of dollars’ worth of losses to businesses.

Many initiatives on technical and legal levels are currently underway for fighting this
challenge. In this thesis we will examine these issues from the aspects of network protocols,

filtering, reputation, human psychology, scalability and corporate alliances.
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We will present a comprehensive description of technical initiatives to fight spam which
include server-side and client-side filtering (using statistical and collaborative techniques);
lists (blacklist, whitelist, greylist and brownlist (in CAMRAM)); email authentication stan-
dards such as Identified Internet Mail (IIM) from Cisco Systems, Domain Keys (DK) from
Yahoo!, Domain Keys ldentified Mail (DKIM), Sender Policy Framework (SPF) from Pobox,
Sender ID Framework (SIDF) from Microsoft Corporation; and emerging sender reputation
and accreditation services (from Habeas, Return Path, IronPort Systems, and CipherTrust).

We will touch upon specific anti-spam techniques used in the popular spam-filtering ap-
pliances such as IronMail Connection Control from CiphterTrust, MailHurdle (RazorGate)
from Mirapoint, Mail Security 8160 from Symantec, and MailGate Edge from Tumbleweed
Communications.

We will investigate various tricks that spammers use to fool spam filters, and will also
analyze a spammerts dolist by looking through Jeremy Jaynes’s court transcripts. Jaynes
was the world’s eighth most prolific spammer until he was convicted and sentenced to nine
years in prison under Virginia statute. We will illustrate malicious stages in a phishing attack
lifecycle. We will also discuss the anatomy of a phishing email and various other tricks that
fraudsters use in the spoofed web sites.

We will first explain sender-paysnodel for email and will then describEhe Penny
Black Project a challenge-responssystem with bankable tokens developed by Microsoft

Researchers.
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We will focus on a special class of Human Interactive Proofs (HIPs) known as Com-
pletely Automatic Public Turing test to tell Computers and Humans Apart (CAPTCHA).
CAPTCHAs are used by Hotmail, Yahoo!, Google, and other companies to prevent auto-
matic registration of email accounts by bots and to prevent bulk mailing by the spammers.

We will explain a mechanism for throttling Internet resource abuse based on the crypto-
graphic technique Proof of Work (PoW) known as Hashcash. We will then describe in detalil
ahybrid sender-paysmail system based on Hashcash, known as the Campaign for Real Mail
or CAMRAM.

We will also focus on the machine learning approach for spam filters. A large number
of spam filters and other mail communication systems have been proposed and implemented
in the past. We will describe a possible unification of these filters, allowing their technology
to be described in a uniform way. In particular, describing these filters reveals a large com-
monality of designs and explains their similar performance. We will present results of our
experiments with the Markov Random Field (MRF) model and Winnow-based approaches
for spam-filtering in the open source spam filter CRM114 Discriminator Framework. Our re-
sults indicate that such models outperform théwdeBayesian approach for spam-filtering.
We will illustrate CRM114 usage for small-, medium-, and large-scale enterprises (for fil-
tering up to one million client email accounts). We will also investigate the significance of

reputation-based protocols for the email communication flow.
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We will highlight some problems with the current spam-fighting techniques. We conclude
that with the combination of better spam-fighting techniques, legal actions, awareness among
Internet users, and cooperation within the industry, the spammers’ business model can be
disrupted in the next few years.

In addition to work at the Department of Computer Science and Engineering, University
of California Riverside, this thesis is a product of collaborative work at the Mitsubishi Elec-
tric Research Laboratories, Cambridge, MA (MERL), and enlightening interactions with the
MSN Safety Team of Microsoft Corporation, Network and Spam Solutions Team of Cisco
Systems, Gmail Team of Google, and Anti-Spam Team of Yahoo!. Preliminary results of this
thesis have appeared on Slashdot and presentations\Tg&pam Conference (2005, 2004,
2003) Cisco Systems (20058econd Conference on Email and Anti-Spam (CEAS 2005),
Stanford UniversityThe Fourth IEEE International Conference on Data Mining, Brighton,

UK (ICDMO04), 8th European Conference on Principles and Practice of Knowledge Discov-
ery in Databases, Pisa, Italy (PKDD 2004nd 1st International Workshop on Peer2Peer

Data Management, Security and Trust, Zaragoza, Spain, (PDMST04)
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Chapter 1

Introduction

1.1 Contributions

The main contributions from the author of this thesis are:

The author presentsan in-depth study of the problem of spam and phishing.

The author presentsredacted court transcripts of Jeremy Jaynes, the world’s eight

most prolific spammer.

The author presentsan in-depth description of current initiatives for fighting spam.

The author proposesa unified model of spam filtration for the spam filters currently

available in the market, in collaboration with others.

The author proposesa Markov Random Field (MRF) and a Winnow-based model in

the CRM114 Discriminator, in collaboration with others.



e The author presentsdifferent configuration modes for implementing CRM114 at

mailservers.

e The author presentsthe internals of aybrid sender-paysystem known as CAM-

RAM.

e The author presentsa reputation system built on the top of Gnutella known as SupRep.

1.2 Papers

The author, in collaboration with others, published the following papers during the course of

his graduate studies:
1. A Unified Model of Spam Filtratianin MIT Spam Conference 2005, MIT, Cambridge.

2. Spam Filtering using a Markov Random Field Model with Variable Weighting Schemas
In Proceedings of the Fourth IEEE International Conference on Data Mining (ICDM

'04), Brighton, UK.

3. Combining Winnow and Orthogonal Sparse Bigrams for Incremental Spam Filtering
In Proceedings of the 15th European Conference on Machine Learning and 8th Eu-
ropean Conference on Principles and Practice of Knowledge Discovery in Databases

(ECML/PKDD 2004), Lecture Notes in Computer Science, Springer-Verlag 2004.

4. A Protocol for Reputation Management in Super-Peer NetwdrkBatabase and Ex-

pert Systems Applications, 15th International Workshop on (DEXA04), Spain.
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1.3 Presentations

The author gave the following presentations:

1. Netizen, Authentication and Reputati®@econd Conference on Email and Anti-Spam

(CEAS 2005), Stanford University.

2. Its About You, Me and Every Netizen Because We've Got Spam and Cisish Sys-

tems, April 18, 2005.

3. A Unified Model of Spam FiltratigrMIT Spam Conference, MIT, Cambridge, January

21, 2005.

4. Spam Filtering using a Markov Random Field Model with Variable Weighting Schemas

ICDMO04, Brighton, UK.

1.4 Postings on Slashdot

The author’s post, titletlicrosoft Researchers on Stopping Spappeared on Slashdot on

April 11, 2005.

1.5 Slashdot Book Reviews

The author’s review for the bodknding Spanappeared on Slashdot on August 15, 2005.



1.6 Articles

The author’s article, titled\ Quick Note on Yahoo! Mail SpamGuawas cited on Slashdot

on April 11, 2005.

1.7 Volunteer Work

The author was a volunteer at tB@nail Authenication Implementation Summit, New York
City, 2005and theSecond Conference on Email and Anti-Spam (CEAS 2005), Stanford Uni-

versity.

1.8 Surveys

The author submitted a human subjects protocol, HS-05-037, erfligath Survey at UCR:
Collecting Useful Information about Spam (Unsolicited Commercial Email) Received by
UCR Population for Providing Effective Guidelines for Design and Development of Effec-
tive Spam Filtering Solutions at UCR Mailservers to Curb Spam and Prevent Email Evaud
the Office of Research Integrity at theUniversity of California, Riverside. The protocol

was approved, and an online survey about spam received by email usergJaivtbesity

of California, Riverside was conducted in May 2005. We received 1721 responses, around

10% of the university population.



1.9 Thesis Structure

The thesis titledrighting Spam, Phishing and Email Fraud divided into ten chapters:
Introduction; Background; Related Work; A Unified Model of Spam Filtration; The CRM114
Discriminator Framework; The CAMRAM System; Spam Filtering Using a Markov Random
Field Model; Combining Winnow and Orthogonal Sparse Bigrams for Incremental Spam
Filtering; Reputation Systems; and Conclusion.

Conclusionis followed by theBibliography, which is followed by thevita of the author.

In Chapter 2 we introduce the terminology of email, spam and phishing. We illustrate dif-
ferent types of spam plaguing the communication media. We describe Internet email flow and
the Simple Mail Transfer Protocol (SMTP). We describe geographical origins of spam and
trends in spam exploits derived by Microsoft Researchers from a corpus of hand-classified
email messages obtained through the Hotmail Feedback Loop. We study Federal Trade Com-
mission’s (FTC’s) analysis of False Claims and Categories of Spam (April 2003) in a random
sample of spam messages drawn from a corpus of Unsolicited Commercial Email (UCE)
database. We illustrate the decomposition of a phishing attack lifecycle in various malicious
phases and discuss the anatomy of the phishing email. We then discuss tricks used in spoofed
web sites. We discuss legal initiatives on spam and analyze a spanwndoist by looking
through Jeremy Jaynes’s court transcripts. Jaynes was the world’s eighth most prolific spam-
mer until he was convicted and sentenced to nine years in prison under Virginia statute. This

chapter concludes with a note on the effect of spam on people.



Chapter 3 is the related work section. We discuss blacklist, whitelist and greylist. We
describe email authentication proposals sucBeasler Policy Framework (SPFpm Pobox,
Sender ID Framework (SIDRyom Microsoft CorporationDomainKeys (DKjrom Yahoo!,
Identified Internet Mail (IIM)from Cisco Systemd)omain Keys Identified Mail (DKIM)a
combined proposal from Yahoo! and Cisco Systems. We present Email Authentication Score
Card, a study conducted independently by MarkMonitor and VeriSign. We also discuss the
methodology of statistical filters based on the machine learning approach.

We first explainsender-paysodel for email and then describ&e Penny Black Project
achallenge-responsgystem with bankable tokens developed by Microsoft Researchers. We
then discuss a special class of Human Interactive Proofs (HIPs) known as Completely Auto-
matic Public Turing test to tell Computers and Humans Apart (CAPTCHA). CAPTCHAs are
used by Hotmail, Yahoo!, Google, and other companies to prevent automatic registration of
email accounts and to prevent automatic signing of email accounts by bots and bulk mailing
by the spammers. We then explain a mechanism for throttling Internet resource abuse based
on the cryptographic technique Proof of Work (PoW) known as Hashcash.

We then describe a proposal for controlling spam at the router level. We touch upon
distributed collaborative filtering, use of social networks for filtering spam, and disposable
email addresses. We then explain Project Honey Pot from Unspam Technologies. We also
explain current reputation- and accreditation-based services from Habeas, Return Path, Ci-
pherTrust, and IronPort Systems. We then mention anti-spam techniques used in the popular

spam-filtering appliances.



In Chapter 4, we discuss a unified model of spam filtration. A large number of spam filters
and other mail communication systems have been proposed and implemented in the past. We
describe a possible unification of these filters, allowing their technology and behaviour to be
described in a uniform way. In particular, describing these filters reveals a large commonality
of designs and explains their similar performance. A preliminary version of this chapter
appeared at th®IIT Spam Conference 2005

In Chapter 5, we describe the open source spam filter Controllable Regex Mutilator, con-
cept#114 (CRM114) Discriminator Framework. We illustrate its usage in a shared mode for
more than one million client email accounts used by a large ISP company.

In Chapter 6, we describe the internals adender-paysystem using Hashcash known
as the Campaign for Real Mail or CAMRAM.

In Chapter 7, we describe a Markov Random Field (MRF) model based approach to filter
spam. This model is integrated into the CRM114 Discriminator Framework. This approach
examines the importance of neighborhood relationship (expressed as MRF cliques) among
words in an email message for the purpose of spam classification. We propose and test sev-
eral different theoretical bases for weighting schemes among corresponding neighborhood
windows. Our results indicate that the MRF model outperforms theeNBayesian model.

Our results demonstrate that unexpected side effects depending on the neighborhood win-
dow size may have larger accuracy impact than the neighborhood relationship effects of the

Markov Random Field.



A preliminary version of Chapter 7 appearedliée Fourth IEEE International Confer-
ence on Data Mining (ICDMO04), Brighton, UK

In Chapter 8, we describe a statistical but non-probabilistic classifier based on the Win-
now algorithm. We introduce the concept of Orthogonal Sparse Bigrams (OSB). This model
is also integrated into the CRM114 Discriminator Framework.

A preliminary version of this chapter appeared at&tie European Conference on Prin-
ciples and Practice of Knowledge Discovery in Databases (PKDD) 2004, Pisa, Italy

In Chapter 9, we describe reputation models in other realms of computer science. These
reputation models should be well studied in order to propose reputation systems for email
communication and web services in the future.

In Chapter 10, we highlight some problems with the current spam-fighting techniques.
We conclude that with the combination of better spam fighting techniques, legal actions,
awareness among Internet users, and cooperation within the industry, the spammers’ business

model can be disrupted within the next few years.



Chapter 2

Background

2.1 Email, Spam and Phishing

In this section we explain the email system and the problem of spam and phishing.

2.1.1 Emall

Email is a method of sending and receiving messages over electronic communication systems
such as the Internet. The modern-day protocol for sending email is the Simple Mail Transfer
Protocol (SMTP), proposed in 1982[106]. The most commonly-used protocols for email
retrieval by client programs, Post Office Protocol (POR)[97] and Internet Message Access

Protocol (IMAP)[63], were proposed in 1984 and 1996, respectively.



2.1.2 Spam

Spamming in the electronic communications medium is the action of sending unsolicited
commercial messages in bulk without the explicit permission or desire of the recipients.
Figure [2.]1 depicts different types of spam such as email spam, instant messaging spam
(spim), Usenet newsgroup spam, web search engines spam, weblogs spam and mobile phone
messaging spam. A person engaged in spamming is called spammer.

In this thesis, spam refers to email “spam” and “ham” refers to legitimate email.

Figure[2.2 shows spam messages caught in my junk folder. Three typical examples of

spam messages are shown in Figure 2.3, Figufe 2.4 and Figure 2.5.
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Email Spam

. Messagin
Spamdexing Spam (SgPIE/I)
Spam in Media

Internet
Telephony Negsg:: P
Spam P
Mobile Phone
Spam

Figure 2.1: Different types of spam in the media.
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SquirrelMail - Mozilla Firefox

File Edit View Go Bookmarks Tools Help

<:Z| v |—: - @ @ | L https:/fwww.cs.ucr.edu/sq/src/webmail.php E||V| |@, |
|| Red Hat, Inc. || Red Hat Network [~ Support [ Shop | JProducts | ) Training
KFrom &I Date & Subject & [a]
Folders I Allon Pelzer Sep 20, 2005+ Re: Pharmjaceutical Really Works G ood

Last Refresh:
Sat, 10:42 am I Randal Messer Sep 20, 2005+FY1
(Check mail) r Marjo Oda Sep 19, 2005 +Re: Phwarmaceutical You can ri de it

r Veronica Rainey Sep 19, 2005+ Y our Interest rate of 3.29%
- INBOX (52) I

Drafts r Angelique Wiley Sep 19, 2005+ Bills getting too much?
r gonzalo Sep 19, 2005+ Trabaja desde tu casa, invierte 10§ gana 40MIL$
r Ophelia Bell Sep 19, 2005+ Y ou're earmarked for $572.000.00

r Zackary Alverson Sep 18, 2005+Re: Hi A gain

R

r Tatjana Wenzel Sep 18, 2005+Re: Hello , good news
r Millicent Compton Sep 18, 2005+ Found your loan - $385,000.00 for 23 years @ 3.08 %

r Earnestine Bass  Sep 18, 2005+ Pick up your 10an here
I™ Lawrence Kearney Sep 18, 2005 +Who else wants $121,000.00?7

I Don Camp Sep 17, 2005 +Get $248/mo extra I

r Marijke Lyden Sep 17, 2005+tRe: Amazin g

_ o
Done | www.cs.ucr.edu &
= é @ SquirrelMail - Mazillal shalen@wonder:~ | shalen@wonder: ~,‘th|

Figure 2.2: A snapshot of spam messages in my junk folder. Note the different subject lines.
Most of them try to attract attention by including “Re:” in the subject line.
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&

UNIVERSITY DIPLOMAS

OBTAIN A PROSPEROUS FUTURE, MOMEY-EARNING POWER, AND THE
PRESTICE THAT COMES WITH HAVING THE CAREER POSITION YiOUWE
ALNAYS DREAMED OF. DIFLOMAS FROM PRESTIGIOUS NON-ACCREDITED
UNNERSITIES BASED ON YOUR PRESENT KNOWLEDGE AND LIFE EXFPERIENCE

if you qualify, no required tests, classes, books or examinations.

Bachelors', Masters', MBA's, Doctorate & Ph.D. degrees available in your field.

CONFIDENTIALITY ASSURED

CALL NOW TO RECEIVE YOUR DIPLOMA WITHIN 2 WEEKS

1-206-666-4393

to stop mailing please visit: hitpremove-me-instantly.com

Figure 2.3: A spam message with a picture attachment offering university diplomas.
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SquirrelMail - Mozilla Firefox
File Edit View Go Bookmarks Tools Help 4

@ - E‘B s Q @ @ |D https: [fwww.cs.ucr.edu/sq/src/webmail.php |2||V| |@, |

|| Red Hat, Inc. ] Red Hat Network [—JSupport [)Shop [—JProducts | ) Training

Dear HomeOwner,
After completing the rewview we are pleased to offer you the following,

Your current mortgage qualifies you for more than a 3% lower rate!

Millions of Americans have re-financed this month alone!
50 why not you?

Go HERE to make that change.

If you prefer to be left out of this amazing offer go here.

R

Download thisasafile

untitled-[2] 09k [ text/html | Download | View

-

| www.cs.ucr.edu &

i) SquirrelMail - | shalen@wandl shalen@wandlﬁ The GIMP |Ef *junk.png-1.0 1|§ immducﬁan.te|

Figure 2.4: A spam message offering low mortgage rates.
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Mozilla Eirefox

File Edit View Go Bookmarks Tools Help
QEI - L:/\’ - @ ':' @ ||_| https: /fwww.cs.ucr.edu/sq/src/read_body.php?mailbox=INBO E||V| |@,

|1 Red Hat, Inc. [ | Red Hat Network () Support | JShop [ Products | Training

[2]

DEAR SIR/MADAM,

COMPLIMENTS OF THE SEASON. GRACE AND PEACE AND LOVE FROM THIS PART OF THE
ATLANTIC TO YOU. I HOFPE MY LETTER DOES NOT CAUSE YOU TOO MUCH
EMBARRASSMENT AS I WRITE TO YOU IN GOOD FAITH BASED ON THE CONTACT ADDRESS
GIVEN TO ME BY A FRIEND WHO WORKS AT THE NIGERIAN EMBASSYIN YOUR COUNTRY.
PLEASE EXCUSE MY INTRUSION INTO YOUR PRIVATE LIFE. —

I AM BARRISTER AKINI ABBEY , I REFRESENT MOHAMMED ABACHA, SON OF THE LATE
GEN. SANI ABACHA, WHO WAS THE FORMER MILITARY HEAD OF STATE IN NIGERIA. HE
DIED IN 1898. SINCE HIS DEATH, THE FAMILY HAS BEEN LOSING A LOT OF MONEY
DUE TO VINDICTIVE GOVERNMENT OFFICIALS WHO ARE BENT ON DEALING WITH THE
FAMILY. BASED ON THIS THEREFORE, THE FAMILY HAS ASKED ME TO SEEK FOR A
FOREIGN PARTNER WHO CAN WORK WITH US AS TO MOVE OUT THE TOTAL SUM OF
US$75,000,000.00 ( SEVENTY FIVE MILLION UNITED STATES DOLLARS ), PRESENTLY
IN THEIR POSSESSION. THIS MONEY WAS OF COURSE, ACQUIRED BY THE LATE I
PRESIDENT AND IS5 NOW KEPT SECRETLY BY THE FAMILY. THE SWISS GOVERNMENT HAS
ALREADY FROZEN ALL THE ACCOUNTS OF THE FAMILY IN SWITZERLAND, AND SOME
OTHER COUNTRIES WOULD SOON FOLLOW TO DO THE SAME. THIS BID BY SOME
GOVERNMENT OFFICIALS TO DEAL WITH THIS FAMILYHAS MADE IT NECESSARY THAT
WE SEEK YOUR ASSISITANCE IN RECEIVING THIS MONEY AND IN INVESTING IT ON
BEHALF OF THE FAMILY.

U

THIS MUST BE A JOINT VENTURE TRANSACTION AND WE MUST ALL WORK TOGETHER.
SINCE THIS MONEY IS STILL CASH, EXTRA SECURITY MEASURES HAVE BEEN TAKEN TO
PROTECT IT FROM THEFT OR SEIZURE, PENDING WHEN AGREEMENT IS REACHED ON
WHEN AND HOW TO MOVE IT INTO ANY OF YOUR NOMINATED BANK ACCOUNTS. I HAVE e
PERSONALLY WORKED OUT ALL MODALITIES FOR THE PEACEFUL CONCLUSION OF THIS <

| Done | www.cs.ucr.edu &

@ SquirrelMail - | shalen@wond| B shalen@wond|< The GIMP [ introduction.te| < Untitied 1 (mo|[EH [

Figure 2.5: An example of Nigerian scam (419 Fraud).
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2.1.3 Phishing

Phishing is a particular type of spam which reflects social engineering. Phishing frauds are
characterized by attempts to masquerade as a trustworthy person or emulate an established,
reputed business in an electronic communication such as email. The objective is to trick
recipients into divulging sensitive information such as bank account numbers, passwords,
and credit card details. A person engaged in phishing activities is called a phisher.

Two phishing attempts taken from MailFrontier’s “Phishing 1Q Test'[76] are shown in
Figure [2.6 and Figuré 2.7. The emails appearing to have originated from eBay and PayPal
instead redirect recipients to fraudulent websites:

http://awcgldin.conandhttp://www.signupaccount.cqmespectively.

& Required: eBay Billing Information Update X
Fle Edt Yew Took Message Help 7
8~
Reply

From:
Date:

about being outbid.

J| = \DON'T EVER WORRY «
=

ou could please take 1-2
minutes out of your online not run into any future
problems with the onlin in account
will not be interrupted and will
senice, Terms of Senvice (TOS)

or future billing problems

To update your eBay records now click here

http:Aegil. eb regi/ebayl SAPL dII?UPdate

S GO T0 eBay!

Figure 2.6: A phishing attempt to masquerade the sender as eBay. Note that the
URL at the bottom redirects the recipient to the websitg://awcgldin.comand not
http://www.ebay.comSource: Phishing IQ Test, MailFrontier, Inc.
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& Contribute to the Tsunami Disaster Relief Effort

File Edit WView Tools Message Help

g & v S X O QO w

Reply Reply Al Forward Print Delete Addresses
From: Contribute Paypal
Date: Monday, January 10, 2005 10:22 PM
To:

Subject: Contribute to the Tsunami Disaster Relief Effort

Contribute to the Tsunami Disaster Relief Effort

‘\,‘\-te at PayPal lwish to express our prolfound SOTTOW Make a donation to the
over the suffering and loss of life resulting from the Tsunami Relief Effort
earthquakes and tsunami in South Asia and Africa.
You can help those affected by this disaster by
donating directly to UNICEF's Tsunami Disaster
Relief effort using vour PayPal account.

L] “reiay
UNICEF works to bring relief to all disaster un |Cef (L))
victims, particularly women and children who are _ . -
the most vulnerable. The organization is working UNICEF is rushing relief assistance
. . . to the countries hardest hit by
closely with the governments in all the countries massive ocean flooding following the

affected by this disaster to combat the spread of sarthquake on 12/26. UNICEF is
working to meet the needs of

through PayPal

Privacy Notice: I[f vou donaie 5250 or mors, PayPal will provids
vour names, billing address, email and donation amournt 1o
UNICEF 5o that UNICEF can provids you with a receipt for vour contributed by 15568 donors
donation. Other than this, PayPal will not share your information i

with UNICEF. PayPal will waive all fess in relation to the

donation, so that UNICEF will receive 100% of the amourm you

dorate.

PayPalj Sign Up | Log I | Help

disease and ensure that the victims have immediate hundreds of thousands of people who

access to fresh water, food, shelter, medical care survived the tsunamis but now need
d lies. Visi  amicefi 1 shelter, water, medical supplies and

and supphes. Visit www unicefusa org to learn other urgent assistance.

more about UNICEF's Tsunami Disaster Relief

efforts.

Total Collected: 5731.481.18 USD

|>

(=l

http: ffwmwiw. signupaccount. com fcgi/PayPal PayPal-Log_In.htm

Figure 2.7: A phishing attempt to masquerade the sender as PayPal.

Note that the

URL at the bottom redirects the recipient tutp://www.signupaccount.comnd not

http://www.paypal.comSource: Phishing 1Q Test, MailFrontier, Inc.
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2.2 Internet Email Agents

We will now describe various Internet email agents.

2.2.1 Emalil Address

An Internet email address is a string of the form username@host.domain. Ray Tomlinson[126]

first initiated the use of the @ sign to separate the names of the user and the machine in 1971.

2.2.2 Mail User Agent (MUA)

A Mail User Agent (MUA), also known as email client, is a program that is used to send
and read email. Example email clients include Eudora from Qualcomm, KMail from KDE,
Mail from Apple Computer, Outlook Express from Microsoft and Thunderbird from Mozilla
Foundation. In addition, there are web-based email programs and services (known as web-
mail) such as SquirrelMail, AIM Mail from America Online, Yahoo!Mail from Yahoo!,

Gmail from Google, and Hotmail from Microsoft.

2.2.3 Mail Transfer Agent (MTA)

A Mail Transfer Agent (MTA) is a program that is used to transfer email messages from one
computer to another. Example MTAs include Sendmail from Sendmail, Inc.; Postfix from

IBM; an Exim from the University of Cambridge.
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2.2.4 Mail Delivery Agent (MDA)

A Mail Delivery Agent (MDA) is a program responsible for delivering incoming email mes-

sages to recipients’ individual mailboxes. Example MDAs include Procmail and Maildrop.

2.3 Internet Email Flow

We will now describe email communication flow between Sender Alice and Recipient Bob
over the Internet using various agents described in Sectign 2.2. The email communication

flow between Sender Alice and Recipient Bob is illustrated in Figuré 2.8.

1. Sender Composes Message and MUA Transfers the Message to Local MTA
Sender Alice composes a message intended for Bob using her MUA such as Outlook
Express. Alternatively, Sender Alice can use any of the webmail service such as Hot-
mail offered by Microsoft or Yahoo!Mail offered by Yahoo to compose a message.
Alice then provides the email address of the recipient, whitclols@b.org The MUA
transfers the message in Internet message farmat[64] to local MTA using SMTP. The

local MTA is smtp.a.org This is shown in step 1 in Figure 2.8.
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2. Sending MTA Performs Lookup for the Mail Exchanger Records (MX) of the Recipient
Domain through the Domain Name System (DNS)
The sending MTAsmtp.a.orgdetermines the recipient domain through the recipient
email address. The recipient email addredsab@b.organd therefore the username
is boband the recipient domain [sorg. The sending MTAsmtp.a.orgnakes a query
requesting the Mail Exchanger records (MX) for the dontaorgthrough the Domain
Name System (DNS)[117]. The MX records of the DNS entry of a particular domain
have information about the mail exchange servers (MTAS) responsible for accepting

messages for this particular domairn[74]. This is shown in step 2 in Figuie 2.8.

As illustrated in step 3 in Figurg 2.8, the DNS server for the the recipient ddorin
isns.b.org The DNS servens.b.orgresponds to the DNS query from the sending MTA

smtp.a.orgwith the MX records listing the mail exchange servers fortitogg domain.

Domains usually have several mail exchange servers. The MX records are prioritized
with a preference number which indicates the order in which these mail servers should
be contacted for delivery. The MX record with the smallest preference number has the

highest priority and is the first server to be tried.

As illustrated in Figure[ 2]8mx.b.orgis the mail exchange server with the highest

priority for theb.orgdomain.
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3. SMTP Connection between Sender/Forwarding MTA and the Recipient MTA
Sender/Forwarding MTAmtp.a.orguses SMTP to send the message to the recipient’s
MTA (i.e. to mx.b.org. This is shown in step 4 in Figurg 2.8. The recipient MTA

delivers the message to the recipient’s (i.e Bob’s) email box using its MDA

4. Recipient Retrieves Email Using MUA
As illustrated in step 5 in Figurg_2.8, Recipient Bob uses his MUA to retrieve the mes-
sage (by using Post Office Protocol (POP3)[97] or Internet Message Access Protocol
(IMAP)[B3]). Alternatively, Bob can read his email by directly logging imtx.b.org

or by using a webmail service such as Hotmail or Yahoo!Mail.
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Figure 2.8: A schematic of the electronic mail communication flow over the Internet between
Sender Alice and Recipient Bob.
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2.4 Internet Email Format

The format of the Internet email messages is defined in RFC 822[114] and RFC 2822[64].
An Internet email message has two componeHtsadersand theBody. These components

are described below.

1. Headers
The headers form a collection of field/value pairs. Headers contain information about
the sender, receiver, and the message. Each header has a name and a value and starts in
the first character of a line, followed by a colon, followed by the value. Header names
and values are restricted to 7-bit ASCII characters. Non-ASCII values are represented
by using the Multipurpose Internet Mail Extensions (MIME) encoding[&3¢m, To,
Subjectand Date are the mandatory headers in the email messages. Table 2.1 lists
mandatory headers as well as some others commonly used in email messages. It is
important to note that these headers have common uses but are completely up to the

sender (i.e. values in these header fields can be easily spoofed).

2. Body
The body of the email message is the message itself, with or without a signature at the
end. The header section is separated from the body by a blank line. The body text in
character sets other than US-ASCII and multi-part message bodies are represented by

using the MIME encodin@[82].

23



Header Value Field
From contains the email address, and optionally name, of the sender
of the message
To contains the email addresses, and optionally names, of the receivers
of the message
Subject contains a brief summary about the contents of the message
Date contains the local time and date when the message was originally sent
CC denotes Carbon Copy
BCC denotes Blind Carbon Copy
Received prepended by each mailserver which has just handled a
particular message
Content-Type| contains information about the message format

Table 2.1: Headers and values used in the Internet email fofrah, To, SubjecandDate
are the mandatory headers.

2.5 Detalls of the Simple Mail Transfer Protocol (SMTP)

The Simple Mail Transfer Protocol (SMTP) is the standard protocol used to exchange Internet
mail. We will now describe the objective, design, commands, and a typical mail transaction

in the Simple Mail Transfer Protocol (SMTP).

2.5.1 SMTP - Objective and Model

SMTP is designed to transfer mail reliably and efficiently (example: by using TCP). In order
to transmit an email message, a SMTP client[107] (referred to as the sender SMTP in RFC
821[106]) establishes a two-way transmission channel with a SMTP server on port 25 (re-
ferred to as the receiver SMTP in RFC 821[106]). The SMTP client has the responsibility
of transferring mail messages to one or more SMTP servers which may further act as SMTP
clients. It is the responsibility of the SMTP server to report failure if it unable to transfer a
mail message. The SMTP model[106] is shown in Figuré 2.9.
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Sender SMTP  |——mgt—— e Receiver SMTP

SMTP Commands/
i Replies and MAIL )
File System ==—w=—| File System

Figure 2.9: Model for SMTP usage as illustrated in RFC 821. Note that in RFC 821 terms
Sender-SMTRand Receiver-SMTRare used while in RFC 2821 tern@ient-SMTPand
Server-SMTRare used.

2.5.2 Mail Object: Envelopeand Content

SMTP transports a mail object. A mail object containsamelopeandcontentas described

below.

e The envelopeconsists of an originator address (to which error repsinsuld bedi-
rected), one or more recipient addresses, and optional protocol extension material.
e The SMTPcontenthas two partsheadersand thebody

The headersform a collection of field/value pairs as described in the RFC 2822[64]
and thebodyis described according to MIME[82]. This is explained previously in

Section[2.4.

2.5.3 Message Transfer

In SMTP, the message transfer can occur in a single connection between the original SMTP-
sender and the final SMTP-recipient, or it can occur in a series of hops through intermediate

systems. This implies that an SMTP server may be either:
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1. The Ultimate Destination

2. Intermediate Relagi.e. SMTP server adds trace information, acts as SMTP client, and

transmits the message to another SMTP server for further relaying or for delivery)

3. Gateway(i.e. it may further transport the message using some protocol other than

SMTP).

SMTP follows acommand respong®otocol. SMTP commands are generated by the sending
SMTP client and sent to the receiving SMTP server. The receiving SMTP server generates

SMTP replies in response to these commands.

2.5.4 SMTP Commands

All SMTP commands begin with a command verb. SMTP commands are character strings
terminated by the the space charact&8R>) if parameters follow or by the Carriage Return
Line Feed €CRLF>) character sequence.

A typical SMTP mail transaction involves several data objects. These data objects are

communicated as arguments to different commands. SMTP commands are described below.

1. Extended HELLO (EHLO) or HELLO (HELO)
These commands are used by the SMTP client to identify to the SMTP server. The ar-

gument field contains the fully-qualified domain name of the SMTP client if available.
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2. MAIL (MAIL)
The MAIL command is used to initiate a mail transaction between a SMTP client and
a SMTP server. Upon successful delivery of the mail data, the SMTP server may, in
turn, deliver it to one or more mailboxes or pass it on to another system (possibly using
SMTP), thus acting as a relay. The argument field contains a reverse-path (sender

mailbox).

3. RECIPIENT (RCPT)
The RCPT command is used to identify an individual recipient of the mail data. SMTP
supports specifying multiple recipients by multiple use of this command. The argument

field contains a forward-path (destination mailbox).

4. DATA (DATA)
The DATA command causes the mail data to be appended to the mail data buffer. The

mail data is terminated by the character sequer@@eLF>.<CRLF>

5. RESET (RSET)

The RSET command specifies that the current mail transaction will be aborted.

6. VERIFY (VRFY)
The VRFY command asks the receiver to confirm that the argument identifies a user or

a mailbox.
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7.

10.

EXPAND (EXPN)
The EXPN command asks the receiver to confirm that the argument identifies a mailing
list, and, if true, returns the membership of the list.
Spammers exploit VRFY and EXPN to learn about the accounts on the system. For

this reason, these two commands are often disabled in the current SMTP servers.

HELP (HELP)

The HELP command causes the server to send helpful information to the client.

. NOOP (NOOP)

The NOOP command has no effect on any parameters or previously entered com-

mands. It specifies no action other than that the receiver sends an OK reply.

QUIT (QUIT)

QUIT command specifies that the receiver MUST send an OK reply and then close the

transmission channel.

There are restrictions on the order of usage of these commands.
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2.5.5 SMTP Commands and Arguments

As mentioned previously in Sectipn 2.5.4, a typical SMTP mail transaction involves several
data objects and these data objects are communicated as arguments to different commands.
For example: the reverse-path is the argument of the MAIL command, the forward-path is the
argument of the RCPT command, and the mail data is the argument of the DATA command.

These commands and arguments are shown in Talile 2.2.

MAIL FROM:<reverse-path>[SP <mail-parameters>] <CRLF>
RCPT TO <forward-path>[SP <rcpt-parameters>] <CRLF>
DATA <CRLF>

Table 2.2: SMTP commands and arguments.

2.5.6 SMTP Reply Codes

During the process of SMTP mail transaction, SMTP replies maintain synchronization of
requests-actiongi.e. they convey state of the SMTP server to the SMTP client). Every
SMTP command generates exactly one reply. All SMTP replies begin with a three-digit

numeric code. Some SMTP reply codes with their meanings are described i Table 2.3.

Reply Code | Meaning

220 < domain > service ready

221 < domain > service closing transmission channel

250 requested mail action okay, completed

354 start mail input; end with <CRLF>.<CRLF>

550 requested action not taken
mailbox unavailable (for ex: mailbox not found,
no access, or command rejected for policy reasons)

Table 2.3: A partial list of SMTP reply codes with meanings.
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2.5.7 SMTP Mail Transaction

In Table[2.4 we show a typical SMTP mail transaction demonstrating the usage of HELO,
MAIL FROM, DATA, and QUIT commands with reply codes between a sending machine
with the domainsending-machine.neind a receiving machine with the domaeceiving-
machine.org Note that in the mail transactioBnvelope Sendés snd@sending-machine.net
while the email address in the claimétm: header ishomas@sending-machine.n&te

will explain the difference between the two in the next section.
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Sending Machine Receiving Machine

220 receiving-machine.com
Simple Mail Transfer
Service

Ready

HELOsending-machine.net

250 receiving-machine.org

MAIL FROM< snd@sending — machine.net >

250 OK(Sender OK)

RCPT TO< rptQreceiving — machine.org >

250 OK (Recipient OK)

DATA

354 Start mail input :
end with <CRLF>.<CRLF>

From:thomas@sending-machine.net
To: shalen@receiving-machine.org
Subject: Hi

Hi,

How are you?

Thomas.

250 OK(Message Accepted)

QUIT

221 receiving-machine.org
Service closing
Transmission Channel

Table 2.4: SMTP mail transaction betwessmding-machine.n@ndreceiving-machine.org
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2.5.8 Difference betweertnvelope Sendend From Address

Envelope Sendes the email address provided by the sending email server in the MAIL
FROM command. It is added aseeturn-Path:header upon delivery of the email while the
From Addresss the email address listed in tkeom: line.

In the protocol flow described in Taljle 2.4, thavelope Sendés
snd@sending-machine.org
while the email address listed in tReom: header is
thomas@sending-machine.net
The difference between the two as visible from the recipient’s view upon delivery of the

email is illustrated in Table 2.5.

Return-Path snd@Qsending — machine.org >
other headers
From:thomas@sending-machine.net

To: shalen@receiving-machine.com
Subject: Hi

Hi,

How are you?

Thomas.

Table 2.5: Table showing difference betwdemvelope SendeandFrom AddressUpon de-
livery of the emailEnvelope Sendes added aRketurn-Path:header which isnd@sending-
machine.newhile theFrom: Addresss thomas@sending-machine.net

In mailing lists From Addresds generally different from th&nvelope Senddthe ad-
dress specified in thReturn-Path:header) in order to notify the list administrator about the
bounces. The email address visible in frem: header is the email address of the person

who posts to the list.
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2.5.9 Open Mail Relays

An open mail relay is a SMTP mailserver configured in such a way that anyone (not just a
local user) can send/relay/forward email through it. Spammers exploit this mechanism for
sending spam. These days, a huge amount of spam is relayed, and therefore many MTAs are

configured to reject email messages and connections from open mail relays.

2.6 Spam - Origin, Categories, False Claims and Exploits

We will now describe the results of a study on geographical origins of email and spam con-
ducted by the Microsoft Corporation in 2004. We will then present the results of a study
on false claims in spam conducted by the Federal Trade Commission’s (FTC) Division of
Marketing Practices in 2003. This is followed by the results of a study on trends in spam
products and exploits analyzed through the Hotmail Feedback Loop conducted by the MSN

Safety Team at Microsoft.

2.6.1 Geographical Origins of Email and Spam

Hulten etal![60] analyzed a massive corpus of two million hand-classified email messages
for the geographical origins of email and spam in 2004. This hand-classified corpus was
collected through the Hotmail Feedback Loop involving Hotmail users receiving emails be-
tween April and June of 2003. In the Hotmail Feedback Loop, random Hotmail users are

picked and asked to classify messages as email or spam in exchange for a financial incentive.
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In their setup, each message collected through the feedback loop was tagged with the IP
address of the computer that connected to Hotmail to deliver the message. The two million
email messages in the corpus came from 214,000 distinct IP addresses, allocated to 157
different countries.

The geographical origins of email and spam obtained through this corpus are illustrated
in Figure [2.10. Their results indicate tH#0% of the spam in their data set wedemestic
32% semi-domestic(i.e. from nearby countries such as Canada, Mexico etc.) 3844d
international - implying that70% of the spam could be fronmternational locations (and
thus avoid U.S. legislation).16% of the spam in their dataset contained advertising for

pornographic web sites.

NUN.  GREENLAND NS

Yoo
INDONESIA i
AUSTRALIA

Atlantic Indian Ocean <

Ocean

Much more of spam than good

More of spam than good
About as much spam as good
More of good than spam

. Much more of good than spam

Figure 2.10: Geographical origins of email and spam derived from a corpus of 2 million hand-
classified email messages obtained through Hotmail Feedback Loop during April and June
2003. Western Europe, Japan, and New England sent more good mail than spam to Hotmail
users. Asia, the Middle East, and Africa sent more spam than good mail to Hotmail users.

Source - “Filtering Spam Email on a Global Scale”. Figure provided by Joshua Goodman,
Microsoft Research.
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2.6.2 Categories of Spam

Spam is Unsolicited Commercial Email (UCE) and, because of its very nature, keeps mu-
tating. Spammers continue to evolve spam text and invent exploits in order to bypass spam
filters.

The FTC’s Division of Marketing Practices conducted an extensive study on spam in
2003. They present their results about categories and falsity in spam in their report “False
Claims in Spam[49]". Their results are based on the review of a random sample of 1,000
pieces of UCE (spam) drawn from a pool of over 11,000,000 spam messages. The random
sample of 1,000 spam messages was derived from three sourcegCShbatabasewhich
consists of spam forwarded to the FTC by members of the public (450 random samples cho-
sen from a total of 11,184,139 messages)Hhevest Databasevhich consists of messages
received by undercover FTC email boxes seeded on Internet web pages and chat rooms (450
sample messages of 3651 messages); and spam received in official FTC inboxes (100 mes-
sages).

Their analysis of random spam text categorizes spam in eight general catetymiss:
ment/Business Opportunity, Adult, Finance, Products/Services, Health, Computers/Internet,
Leisure/Travel, EducatioandOther. This is described in Tablge 2.6 and their relative occur-

rence is illustrated in Figurg 2.JL1.
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Type of Offer Description

Investment/Business Opportunifywork-at-home, franchise, chain letters, etc.

Adult pornography, dating services, etc.

Finance credit cards, refinancing, insurance,
foreign money offers, etc.

Products/Services products and services, other than those coded With
greater specificity etc.

Health dietary supplements, disease prevention,
organ enlargement, etc.

Computers/Internet web hosting, domain name registration,
email marketing, etc.

Leisure/Travel vacation properties, etc

Education diplomas, job training, etc.

Other catch-all for types of offers not
captured by specific categories
listed above.

Table 2.6: Types of offers made via spam in a random sample of 1000 spam messages.
Source:“False Claims In Spam,” FTC Division of Marketing Practices (April 2003).

Adult

Investment/ Business Opportunity

= » | (1%) Education
nance -+
(2% Leisuref Travel

——————» [ Computers/ Intermnet

Other

Productsf Services l

Health

Figure 2.11: Types of offers made via spam in a random sample of 1000 spam messages.
Source:“False Claims In Spam,” FTC Division of Marketing Practices (April 2003).
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2.6.3 False Claimsin Spam

Spam is characterized by false information in treaderandbody For example, “From”

lines often obscure the true identity of the sender; “Subject” lines are often blank, connote

a relationship (business or personal), or suggest that the message is in reply to a message

previously sent by the recipient (for example, by includRe: in the Subject line). Out

of 1000 random sample messages, FTC’s analysialsity in From and Subjectlines is

presented in Tablg 3.7 and Taljle |2.8, respectively. Their relative occurrence is illustrated in

Figure [2.12, Figurdg 2.13, Figuile 2]14, and FigfQire 2.15, respectively. Relative occurrence

of spam containing theADV” label required by several state laws is illustrated in Figure

2.18.

Type of Falsity in
the “From” Line

Description

Blank

sender’s identity has been stripped
from the “From” line

Connotes Busines
Relationship

s name of sender suggests a business relationship

between sender and recipient
(ex: “youraccount@vendorxyz.com”)

Relationship

Connotes Personal name of sender suggests a personal relationship

between sender and recipient (ex: use of a first name
only, which may suggest that the message is from
someone in the recipient’s address book.)

Message from

sender’s identifying information has been stripped

Recipient from message and replaced with recipient’s

email address
Disguised in catch-all for other methods used to disguise the sender
Other way true email address (ex: sender, as identified in the

message text, uses another person or entity’s name or ¢

address in the “From” line)

5

xmail

Table 2.7: Falsity in “From” line in a random sample of 1000 spam messages. Source: “False
Claims In Spam,” FTC Division of Marketing Practices (April 2003).
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Type of “Subject” Line Falsity || Description
Blank contains no information about the subject
of the message
Connotes Business suggests existence of business relationghip
Relationship between sender and recipient
(ex: “your order status”)
Connotes Personal suggests existence of personal relationship
Relationship between sender and recipient
(ex: “Bob says 'hi" ");
Unrelated to Content content of message differs from
description in Message
“Subject” line
Re: suggests that the message is in reply to
a message previously sent
by recipient
Other catch-all for other methods used to
disguise the true content of
the message (ex: “Subject” line
indicates that the message
is “extremely urgent”)

Table 2.8: Falsity in “Subject” line in a random sample of 1000 spam messages. Source:
“False Claims In Spam,” FTC Division of Marketing Practices (April 2003).
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Figure 2.12: Percentage of spam with false “From” line in a random sample of 1000 spam
messages. 33% percent of spam analyzed contained false information in the “From” line.
Source: “False Claims In Spam,” FTC Division of Marketing Practices April 2003.

Figure 2.13: Percentage of spam with false “Subject” line in a random sample of 1000 spam
messages. 22% percent of spam analyzed contained false information in the “Subject” line.
Source: “False Claims In Spam,” FTC Division of Marketing Practices April 2003.
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Figure 2.14: Percentage of spam with false “Text” line in a random sample of 1000 spam
messages. 40% percent of spam analyzed contained false information in the body of the
message. Source: “False Claims In Spam,” FTC Division of Marketing Practices (April

2003).

Figure 2.15: 66% of spam in a random sample of 1000 messages contained false information
in “From” lines, “Subject” lines or “Message text”. Source: “False Claims In Spam,” FTC
Division of Marketing Practices (April 2003).
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2.6.4 Trends in Spam Products and Exploits

The MSN Safety Team at Microsoft Corporation conducted a study of trends in spam prod-
ucts and exploits from the corpus obtained through the Hotmail Feedback Loop in 2003 and
2004[61]. Their analysis confirms that spammers continue to evolve spam by tricks such
asword obscuring, url obscuring, domain spoofing, token breakingcharacter encoding,

etc.

In their setup they randomly sample 1,000 spam messages that arrived at Hotmail between
2/1/2004 and 3/1/2004 and call2004 spam They sample 200 messages that arrived at
Hotmail between 3/15/2003 and 4/15/2003 and c&bi®3 spamA comparison of trends in
categories and exploits in spam messages bet2@@d spansample an@004 spansample

from their study is reported in Table 2.9, Taljle 2.10, and Table| 2.11, respectively.

B e |

Mo

Figure 2.16: 2% of spam in a random sample of 1000 messages contained the “ADV” label
in the subject line, which is required by several state laws. Source: “False Claims In Spam,”
FTC Division of Marketing Practices (April 2003).
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Product 2003 2004 Description
Spam (%) | Spam (%)

Porn/Sex enhancers with sexual
Non-Graphic 17 34 connotation, links to porn
health, dental, life, home
Insurance 1 4 auto insurance
cheap drugs or
Rx/Herbal 8 10 herbal supplements
refinancing, get out -
Financial 12 13 - of debt, financial advice
Travel/ selling airlines tickets, hotel
Casino 2 3 reservations, rental car

Internet casino and
other gaming sites

Scams 8 6 get rich quick, Phisher scams efc.
any newsletter that

Newsletters 9 6 is not selling something
everything else

Other Spam 13 8 that appears to be spam
anything that contains

Porn/Sex Graphig 13 7 pornographic images

Dubious pirated software

Products 20 10 diplomas etc.

Table 2.9: Trends in categories of spam in random 2004 and 2003 spam samples. Source:
“Trends in Spam Products and Methods,” Microsoft Corporation.
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3S

Exploit 2003 Spam (%) || 2004 Spam (%) | Description
Word misspelling words,
Obscuring 4 20 Inserting words in images etg.
URL adding URLs to
Spamming 0 10 non-spam sites (ex: msn.cor
Domain using an invalid or
Spoofing 41 50 fake domain in the from line
Token breaking words with
Breaking 7 15 punctuation, space etc.
MIME inserting non-spam content
Attacks 5 11 in one body part and

spam content in another
Text random strings of
Chaff 52 56 characters, random series of

words, or unrelated sentence
URL encoding a URL in
Obscuring 22 17 in hex, hiding the

URL with an @ sign etc.
Character phar&#109;acy renders
Encoding 5 0 into pharmacy

Table 2.10: Trends in exploits in spam in random 2004 and 2003 spam samples. Source:
“Trends in Spam Products and Methods,” Microsoft Corporation.

Category 2003 Spam|| 2004 Spam
Scams 1.07 1.89
Financial 1.26 1.88
Porn/Sex Non-Graphi¢ 1.85 2.44
Travel/ Casino 0.75 0.98
Other Spam 0.76 0.79
Insurance 1.50 1.52
Newsletters 0.00 0.00
Rx/Herbal 2.13 2.12
Dubious Products 1.20 1.15
Porn/Sex Graphic 2.16 1.33

Table 2.11: Trends in number of exploits per message in random 2004 and 2003 spam sam-
ples. Source: “Trends in Spam Products and Methods,’Microsoft Corporation.
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2.7 Phishing - Attack Taxonomy, Lifecycle and Anatomy

The objective of phishing fraud is to acquire sensitive information such as passwords and
credit card details. Phishing is a dangerous threat and causes billions of dollars’ worth
of losses to businesses. We now present phishing attack taxonomy, the lifecycle, and the

anatomy of a phishing email.

2.7.1 Phishing Attack Taxonomy and Lifecycle

To tackle the phishing problem, the Financial Services Technology Consortium (FSTC) re-
cently developed a taxonomy of phishing attacks[125]. The phishing attack lifecycle can be
decomposed ifPlanning, Setup, Attack, Collection, Fraashd Post-Attack Actions Each

of these malicious stages spawn a series of malignant steps. The phishing attack cycle is

illustrated in Figuré¢ 2.77.
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Figure 2.17: Phishing attack taxonomy and lifecycle. Source: “Tackling Phishing” by Re-
becca Wetzel, Business Communications Review, Feb 2005. Figure redrawn with inputs
from Rebecca Wetzel.
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2.7.2 Anatomy of a Phishing Email

John Graham-Cumming has very elegantly presented tricks exploited by spammers in his pa-
per “The Spammers Compendium”[55]. Drake etal. from MailFroniter[75] have extensively
described key features present in phishing emails and tricks used in fraudulent web sites in
their paper “The Anatomy of a Phishing Emdil”’[43]. Below is their analysis of phishing
emails and fraudulent web sites from the phishing samples forwarded to MailFrontier from

its customers. We use phishing samples from their paper.

1. An Attempt to Spoof Reputable Companies Using Convincing Strategies
Phishers try to spoof or emulate reputable companies like eBay, PayPal, Citibank etc.
They often use the following tricks:
e Use of the legitimate company’s image, logo, icon and similar font schemes
e Links to the legitimate websites/services
e Spoofing headers to provide a look-a-like appearance of reputable companies

such as @eBay.com, @paypal.com etc.

2. Claimed Sender has a Reputable Name but a Different Reply Address
In some cases, the email claims to be from a legitimate company but has a fraudulent

value for the “Reply-To” header. This is illustrated in Taple 2.12:
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From : Citibank
Reply To: citibank3741@collegeclub.com

Table 2.12: Different reply address and claimed sender found in a phishing sample. Source:
“Anatomy of a Phishing Email,” MailFrontier, Inc.

3. Offering Valuable Proposition
Such fraudulent emails try to convince recipients to reveal sensitive information by
claiming that the recipient’s account information is outdated, that a credit card has

expired etc.

4. Reflect Urgency Demanding Quick Response
Scammers try to convince recipients to respond quickly. An example of an urgent

request is presented in Taldle 2.13:

If you don’'t respond within 24 hours after receiving
this email your account will be deactivated and
removed from the server

Table 2.13: A statement demanding quick response found in a phishing sample. Source:
“Anatomy of a Phishing Email,” MailFrontier, Inc.

5. Assurance of Secure Transaction
Phishers try to gain the trust of recipients by assuring that the transaction is secure.
An example is illustrated in Tablg 2]14. Phishers have also demonstrated the use of
Secure Socket Layer (SSL) by using thi#ps protocol. Unfortunately, fraudulent
emails also use thERUSTesymbol[121] frequentlyTRUSTeis an independent non-
profit organization that enables trust based on privacy for personal information on the

Internet.
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H Your information is submitted via a secure server H

Table 2.14: A statement assuring security found in a phishing sample. Source: “Anatomy of
a Phishing Email,” MailFrontier, Inc.

6. Use of HTML Forms in the Emaill
Phishers have also used HTML forms in the body of the email message to collect
information from the recipients. One such example from [43] in what appeared to be

an email from eBay is presented in Table 2.15.

< FORM action = http : //www.christmas — offer.com/
sendmail.php method = get target = _blank >

Table 2.15: Use of HTML forms in emails found in a phishing sample. Source: “Anatomy
of a Phishing Email,” MailFrontier, Inc.

7. Look-A-Like Domain Names
Fraudsters register domain names that are very similar to the domain names of rep-
utable companies. A fraudulent email from eBay used the link shown in the Table
[2.18. Fraudsters are also early adopters of the email authentication standards. A re-
cent study conducted by MarkMonitor revealed that more than 90% of the Fortune 100
companies have look-a-like domains with a published Sender Policy Framework (SPF)

record for the email authentication. This study is presented in the next chapter.

H http : //ebay — securitycheck.easy.dk3.com H

Table 2.16: A phishing email using a look-a-like domain name as eBay. Source: “Anatomy
of a Phishing Email,” MailFrontier, Inc.
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8.

Mismatch between Link Text in the Email and the actual Link Destination

In phishing emails, the link text seen in the email is usually different from the ac-
tual link destination. In the example below, the email that appears to send the user
to http://account.earthlink.cormstead takes the user kdtp://memberupdating.com.

The HTML code is presented in Taljle 2.17.

< aclass = “ml1” target = “_blank’title = “Update”
href = “http : //www.memberupdating.com” >
http : //account.earthlink.com < /a >

Table 2.17: Different link text and link destination found in a phishing email. Source:
“Anatomy of a Phishing Email,” MailFrontier, Inc.

9.

10.

Using JavaScript Event Handlers to Display False Information

Some fraudsters use the JavaScript event handler “OnMouseOver” to show a false URL
in the status bar of the user’s email application. Drake etal.[43] present an example of
a fraudulent PayPal email in which, when the user puts the mouse over the link, the
status bar will display:

https://www.paypal.com/cgi-bin/webscr?cmbbgin-run

However, the link actually takes the user to:

http://leasurelandscapes.com/snow/webscr.dll

Obscuring the URL Using an IP Address OR Hexadecimal Character Codes

Phishers try to hide the destination web site by obscuring the URL. They also use IP
addresses in decimal, octal, hexadecimal format to obscure the URL. They often use
hexadecimal character codes to represent the numbers in the IP address.
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11. Using a Reputable Entity or Word along with @ Symbol in a URL to Confuse Recipients
An Internet email address is of the fonsername@hostaddres@/henever dttp or
httpsrequest with the above format is made, the part before the @ symbol is ignored
and the browser is directed to thestaddress Spammers often use this format and
reputable names before the @ character to trick recipients into thinking that the fetched
destination web site belongs to the reputable business. Sometimes, fraudsters also

substitute @ with %40 (the hexadecimal character representation of the @ character).

In the example presented in Figlire 2.18, the link appears to be going to eBay however
the text before the @ symbol is ignored and the link sends the us&t@®3.131.250”

which is the fraudulent web site’s IP address.

http: //cgil.ebay.com.aw — cgiebayISAPI.d11l
%00@210.93.131.250/my/index.htm

Table 2.18: URL obscuring with IP address and hexadecimal characters found in a phishing
email. Source: “Anatomy of a Phishing Email,” MailFrontier, Inc.

12. Abusing Redirection Services
Phishers try to obscure URL by using redirection servioeexample, cjb.net, tinyurl.com

to hide their URLs.
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13. Using Ports Other than 80
Fraudsters occasionally use ports other than 80 (http) to hide their location. A port can

be specified with a colon (:) and a port number following the URL.

2.7.3 Tricks Used in Fraudulent Web Sites

Once the nave users are on fraudulent web sites, fraudsters then use various other tricks to
continue emulating the legitimate reputable business. Some of these tricks used in these sites

are described below.

1. Continuous Attempts to Emulate the Legitimate Reputable Company
Phishers continue to emulate the legitimate company by using their images, logos,

fonts and color schemes.

2. Use of Secure Socket Layer (SSL) Certificates
As aforementioned, phishers have demonstrated the use of Secure Socket Layer (SSL)
protocol. These phishing sites often have URL beginning with “https://” to indicate
that information is being transmitted over a secure channel and that the company has

obtained a Secure Sockets Layer (SSL) certificate from a certifying authority

3. Deceptive Information Processing Pages:
Phishing sites collect sensitive information from the users via forms and then display
deceptive information processing pages such as thanking the recipient for providing the

information, often redirecting them to the legitimate company’s web site in the end.
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4. Other Tricks:
Scammers and phishers often make use of various other tricks such as displaying a fake
address bar, using pop-ups, and disabling the right-click button of a mouse to prevent
the user from viewing and saving source code. They have also demonstrated the use of

trojan horses and viruses for phishing.

2.8 Spam and the Law

Several legal initiatives are underway for tackling spam and phishing. In December 2003,
President George W. Bush signed legislation to help fight spam. The bill is kno@oras
trolling the Assault of Non-Solicited Pornography and Marketing Act of 2003 (CAN-
SPAM Act of 2003). Microsoft, Yahoo!, American Online, and Earthlink have filed lawsuits
against individuals and companies who have spammed their customers. A Virginia court re-
cently sentenced a prolific spammer, Jeremy Jaynes, to nine years in(prison[15]; a Nigerian
court sentenced a woman to two and a half years for phishing[16]. Michigan and Utah have
both passed laws creating “do-not-contact” registries in July/August 2005, covering email
addresses, instant messaging addresses and telephone numbers[86]. Microsoft Corporation
recently won a seven-million dollar settlement from spammer Scott Richter[17].

The CAN-SPAM Act of 2003 is described in Section 2|8.1, and Jeremy Jaynes day-to-

day action transcripts recovered at the time of his arrest (and then redacted by the Court) are

presented in Sectign 2.8.2.
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2.8.1 CAN-SPAM Act of 2003

CAN-SPAM defines spam as “any electronic mail message the primary purpose of which is
the commercial advertisement or promotion of a commercial product or service (including
content on an Internet website operated for a commercial purpose).”

The bill permits sending Unsolicited Commercial Email (UCE) provided it satisfies all of

the requirements listed below.

1. It contains an opt-out mechanism.

2. It contains a valid subject line and header (routing) information.

3. It contains the legitimate physical address of the mailer.

4. It contains a label if the content is adult.

If a user opts out, the sender must remove his address within ten days.
So far, the CAN-SPAM Act has had a little or no effect on the presence of spam on the

Internet.
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2.8.2 Jeremy Jaynes Sentence

Jeremy Jaynes, one of world’s most prolific spammer, was recently sentenced to nine years
in prison for spamming by a Virginia Court. Jaynes was sending bulk emails with forged
headers, which is a crime under Virginia statute[15]. Jaynes’s day-to-day plan of action is
presented in Figufe 2.]L8, Fighre2.19, and Figure2.20. These notes were recovered during his
arrest and then redacted by the Court. A close look at Figuré 2.18 confirms that spammers
try to change their identities frequently and continue to evolve tricks in spam to fool spam

filters. Note: 'get tons of ipsfigure out filtering; etc.
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2.9 People and Spam

John Graham-Cumming conducted a spam survey on Slashdot in 2004[56] to understand the
effect of spam on people. His survey had 4,691 participants, of which 94.5% were men,
4% were women and 1.5% were other. 50% of the participants were email users with more
than five years’ experience. Two respondents identified themselves as spammers. 80% of the
respondents were between the ages of 18 and 45.

An analysis from the responses to the survey indicated that 76% participants believe that
the spam problem will never go away, 9% believe that spam-filtering makes the spam problem
worse, and, on an average 85% are using an anti-spam tool. 98.5% users receive spam. 1%
of respondents claimed that they have bought from spam. The average user (both men and
women) spends around 9 minutes a day dealing with spam. Figuie 2.21 illustrates the effect

of spam on the respondents of the Slashdot spam survey.

2.10 Spam Survey at University of California, Riverside

A spam survey was conducted at the University of California, Riverside (UCR), in May
2005 to understand the impact of spam on the university population. We had 1,721 mixed
responses from students, staff, and professors of all age groups and genders. The results of

the survey are unavailable at the time of publishing this thesis.
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Figure 2.21: Effect of spam on people derived through responses of the spam survey con-
ducted by John Graham-Cumming on Slashdot in 2004. Figure redrawn with permission
from John Graham-Cumming.
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Chapter 3

Related Work

Current technical initiatives to fight spam and phishing include server and client-side spam
filtering, using lists (blacklist, whitelist, greylist), email authentication standards (Identified
Internet Mail (1IM), DomainKeys (DK), Domain Keys Identified Mail (DKIM), Sender Pol-

icy Framework (SPF), Sender ID Framework), and emerging sender reputation and accred-
itation services. Figurg 3.1 illustrates current technical initiatives for fighting spam and

phishing. We will now describe each of these technical initiatives.

{White, Black, Grey}Lists

v

Tackling
Spam and Phishing

Email Authentication
Protocols
(And Authorization)

Filters (Mailservers, Client)
-Content Filters
-Collaborative Filters

Reputation Techniques

Legal Actions and LawSuits

Figure 3.1: Current technical initiatives for tackling spam and phishing.
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3.1 Whitelist, Blacklist and Greylist

3.1.1 Whitelist

A whitelistin the context of spam-filtering is a list of trusted senders (i.e. email received
from the addresses in thehitelistare always delivered to the recipient’s email inbox). The
person maintaining thehitelistmay have initiated communication with whitelisted senders
in the past. All modern Mail Transfer Agents (MTAS) support whitelisting technique. Itis a

common practice to mirror one’s address book asithigelist

3.1.2 Blacklist

A blacklistis the exact opposite of a whitelist. In the context of spam-filtering, emails re-
ceived from the blacklisted addresses are always filtered out. Modern MTAs support Domain
Name System Blackhole List (DNSBL). A DNSBL is a real-time database of IP addresses of
spam sources and relays. The first DNSBL was the Real-Time Blackhole List (RBL) created
by Paul Vixie for the Mail Abuse Prevention System (MARS)[73]. The Spamhaus Block
List (SBL) (a real time database of IP addresses of spam sources) and Spamhaus Exploits
Block List (XBL) (a real-time database of IP addresses of worms/viruses/trojan exploits) are

examples of RBLs from Spamhaus|[119].
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When a mailserver implementing DNS blacklist filtering receives a connection from a
sender, it queries the DNSBL server for the client IP address. If the sender is listed in
DNSBL, the mailserver can reject or flag messages from that client.

The DNSBL system is built on top of the Domain Name System (DNS). In the DNS,
the address record assigns an IP address to a domain naM, record provides mail
exchanger for that domain amrRrecord (reverse record) associates an IP address with a
canonical name. This is done by reversing the four IP octets followdtN{ADDR.ARPA
For example for IP addre49€2.168.0.1thePTRrecord is1.0.168.192.IN-ADDR.ARPA

The DNSBL lookup is similar to the reverse-DNS lookup, except that in the DNSBL
system A record is looked up and the forward domain is used, while in reverse-DNS, PTR
record is looked up and the reverse domalPADDR.ARPAs used.

The DNSBL query and result format is explained below.

A mailserver utilizing DNSBL service, say froebl.spamhaus.orgeceives a connection
from a client with IP addresa.b.c.d The mailserver reverses the octets and appends the
DNSBL's domain name, yieldingl.c.b.a.sbl.spamhaus.orgrhis name is then looked up
in the DNS as a domain nanferecord. If the client is listed, an IP address is returned;
otherwise a code indicating no such domain is returned. DNSBL servers publish information
about reasons for a client’s listing in the DNXT record.

The DNSBL query tosbl.spamhaus.orgone returnsl27.0.0.2for sources of verified
spam services, and queriesdad.spamhaus.orgone returri27.0.0.4-Gor sources of worms

and trojan exploit§[119].
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3.1.3 Greylist

A greylistis a cross betweewhitelistandblacklis{58]. A MTA implementinggreylistis
configured taemporarily rejecan email if it has not encountered any of the items previously
listed in a triplet (items in the triplet can be matched against the uséitglis). The triplet

contains:
1. The IP address of the connecting host.
2. The envelope sender address.
3. The envelope recipient address.

Greylisting is based on the assumption that the spammer’s bulk mailing tools do not incorpo-
rate a mechanism for handling temporary bounces, while a legitimate mailserver will try to
reconnect and make an attempt to deliver the email.

Greylisting risks delaying all unknown email and not just spam. Poorly configured le-
gitimate mailservers can transform temporary rejects into permanent bounces, leading to

rejection of legitimate mails.
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3.2 Email Authentication

Authentication is a mechanism used to ensure that the person is the one he or she claims to
be. Authorization is an access control mechanism. It is the process of granting privileges
or permissions to entities to perform certain actions. Authentication and authorization are
related in the sense that authenticated entities are authorized to execute actions in their scope.

In the context of Internet email, authentication refers to a mechanism by which the re-
cipient of the email can authenticate the identity of the sender; Authorization refers to an
access control mechanism granted to individuals by the domain authority on some criteria.
For example, only authorized senders can be allowed to send email from that domain.

The biggest weakness with the SMTP is that the senders address can be easily spoofed.
To prevent this, the email industry is currently devising protocols for email authentication.

Meng Weng Wong of Pobox[96] has very elegantly explained current email authentica-
tion proposals in his paper “Sender Authentication: What To [Do”[101].

The current email authentication proposals can be broadly divided into two categories

listed below.

1. IP Based Authenticatiosuch as SPF from Pobox[103] and Sender ID Framework

(SIDF) from Microsoft Corporation[102].

2. Cryptographic Based Authenticati@uch as Identified Internet Mail (IIM) from Cisco

Systems[62] and DomainKeys (DK) from Yahao![41].
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We will now explain SPF followed by the Sender ID Framework (SIDF). This is fol-
lowed by the description of the Identified Internet Mail (1IM) from Cisco Systems and the
DomainKeys (DK) proposal from Yahoo!. 1IM and DK have recently merged to form the

Domain Keys ldentified Mail Standard (DKIM)[42].

3.2.1 Sender Policy Framework (SPF)

In the SPF proposal, mailserver at the receiving side of the SMTP connection validates the IP
address of the connecting client machine (specified in the MAIL FROM command) against
the SPF record for that domain using the DNS. SPF records are published using TXT resource
record of the the DNS.

For example, the SPF record for the dom#&wobar.example.corspecified as/=spfl
mx implies that the mail exchanger servers (mx) for fbebar.example.cordomain are
explicitly permitted to send email originating from that domain.

The SPF record entry in the domain file for the donfambar.example.cotooks like[103]:

foo.example.com IN TXT “v=spfl..”
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3.2.2 Sender ID Framework (SIDF) from Microsoft Corporation

Sender ID Framework is the based upon the Caller ID proposal[22] from Microsoft and SPF
from Meng Weng Wong of Pobox. In SPF described above Finelope Sendeaaddress
(i.e. the address mentioned in the MAIL FROM command) is verified. Sender ID proposal
is based on the Sender Policy Framework (SPF) and uses Purported Responsible Address
(PRA) instead oEnvelope Sendexddress. The PRA as defined in the proposal “Purported
Responsible Address in E-Mail Messages” by Lyon is the entity that, according to the head-
ers, most recently caused the message to be delivered[99].

For example, a Sender ID-compliant MTA, upon delivery of an email to the recipient,
would display in the headers field:
From PRA on behalf of From
This indicates that the PRA is the most recent sender in the current communication.

The Sender ID Framework (SIDF) is illustrated in Figlire] 3.2 and described below.

1. Objective
The objective of the Sender ID Framework is to provide the recipient system with a
mechanism to verify whether the email originated from the claimed sender domain.
This is done by validating the IP address of the sender against the mailservers allowed

to send email on behalf of that particular domain as published in its domain file.
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2. Publishing SPF Records in DNS
Domain owners/administrators publish SPF records as TXT records in the DNS to

identify the email servers authorized to send email originating from that domain.

3. Sender Side
The Sender dispatches email destined for the mailserver of the recipient system. This

is shown in step 1 in Figurg 3.2.

4. Verification at the Receiving Side
Upon receiving the email, the Sender-1D enabled MTA at the recipient side checks the
claimed sender domain and then looks up the SPF record for that domain using the

DNS. This is shown in steps 3,4,5 and 6 in Figlire] 3.2.

If the IP address of the sender matches any of the mailservers published in the SPF
Record, the message is considered to be authenticated and delivered to the receiver.

Authentication failure leads to non-delivery of the email. This is shown in step 7 in

Figure[3.2.
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Figure 3.2: Sender ID Framework (SIDF) from Microsoft Corporation.
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3.2.3 Email Authentication Score Card

Spammers, phishers, and fraudsters are smart people who have taken countermeasures to
SPF. It has been observed that they are increasingly adopting SPF records for their domains
in order to prevent spam rejection resulting from authentication failures.

In light of the above, MarkMonitor and VeriSign conducted independent studies on adop-
tion of SPF by various domains on the Internet. Their studies are reported in Tables 3.1
and[3.2. They emphasize adoption of reputational information to protect corporate brands.
Fraudsters are increasingly adopting email authentication standards for the look-a-like do-
mains. They report that more than 90% of the Fortune 100 companies have look-a-like

domains registered with SPF records. This is shown in Table 3.3.

Domain Sampling Authentication Study by MarkMonitor, Inc.

1.1 million .com/net domains with SPF1 and SPF2 records
38,664,506 .com domains
995,407 with SPF Records

2.57% Domains

4.41% domains with SPF Records
5,926,755 .net domains

140,444 with SPF Records

2.4 % domains

62.7 % with MX Records

3.78 % domains with SPF Records
4451261 total domains

Table 3.1: Domain sampling authentication study by MarkMonitor. Source: Email Authen-
tication Scorecard, David Silver, MarkMonitor. Email Authentication Implementation Sum-
mit, NYC, July 12, 2005. Table reproduced with permission from David Silver, MarkMoni-

tor.
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Domain Sampling Authentication Study by Verisign, Inc.

March 1.2 million .com/net domains with SPF1 and SPF2 records
July 1.6 million usable by SenderID

3.55% all .com/ .net domains

44,684 total domains

Extrapolate to the population of 70 million domains,
2.48 million domainswith SPF 1/SPF2 records

Table 3.2: Domain sampling authentication study by VeriSign. Source: Email Authentica-
tion Score Card, David Silver, MarkMonitor. Email Authentication Implementation Summit,
NYC, July 12, 2005. Table reproduced with permission from David Silver, MarkMonitor.

Trick Domain Name
Transposed Letters | www.pfizre.com, www.krogre.com
Name Derivatives www.wellsfargomastercard.com, www.fordmercury.com

Pluralized Versions www.albertson.com, www.geicos.com
Alternative Extensiong www.dupont.net, www.merrill.net
Qwerty Mistypings www.walmarr.com

Left Off Letters www.dowcornin.com

Misspelled Words www.bankofamarica.com

Table 3.3: Some look-a-like domains of reputed brands having SPF records. Source: Emalil
Authentication Score Card, David Silver, MarkMonitor. Email Authentication Implemen-
tation Summit, NYC, July 12, 2005. Table reproduced with permission from David Silver,
MarkMonitor.
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3.2.4 Identified Internet Mail (1IM) from Cisco Systems, Inc.

Jim Fenton and Mike Thomas from Cisco Systems proposed Identified Internet Mail (1IM)[62]

for email authentication in 2004. The IIM proposal provided message recipients with a mech-
anism to verify the integrity of the message using digital signatures and public key cryptogra-
phy. It also provided a mechanism to authenticate the associated public key for determining
the validity of the senders email addresses.

A digital signature is a hash of the message content signed with the private key. The
sending side transmits the message along with its digital signature. At the recipient side,
public key cryptography is used to recover the hash. This is done by decrypting the signature
with the corresponding public key. The recipient system then computes the hash of the
message separately using an already knagneed uponhash algorithm and decodes the
digital signature. An exact match between the two hashes described above implies that the
message integrity is preserved (i.e. the message has not been modified during transit).

The IIM Protocol is illustrated in Figuie 3.3.

1. Objective
The objective of the I1IM proposal was to identify fraudulent messages and to ensure
that the sender of the message was authorized by the domain owner to use that address

for sending email messages from that domain.
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2. Sending Domain Signs the Message
The MTA of the sending domain signs the message and inserts a new signature along
with the public key (used for creating the signature) into the email headers field. This
is step 1 in Figurg 3]3. Alternatively, a signature can also be added by the user's MUA,

MSA, or a subsequent MTA.

3. Recipient Domain Verifies Integrity of the Message and Authorization of the Key using
DNS or the Key Registration Server (KRS)
The MTA of the recipient domain verifies the integrity of the message by using the
hash of the message content, signature and public key included in the signature header.
The recipient MTA also verifies authorization of the public key (used for signing the
message) with that particular email address by querying the DNS or the KRS of the
sending domain. This is shown in steps 2 and 3 of Figure 3.3. Depending upon the
outcome of the verification process, user defined policies can be applied to accept or

reject the email.

4. Use of Third Party Reputation Services
The 1IM proposal allowed the use of third party reputation services for applying policy-
based decisions on the signed messages. This is shown in step 4 in[Figure 3.3. Policy-
based decisions can be applied depending upon the reputation score of sending do-
mains. However, traffic with the third party reputation services was specified in clear

text in the proposal, which leaves the door open for sniffing attacks.
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Overall, 1IM is a great contribution leading the industry towards email authentication. [IM
has now merged with the DomainKeys (DK) to form the Domain Keys Identified Mail

(DKIM) standard. The concept of a KRS is eliminated in the DKIM proposal.
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Figure 3.3: Identified Internet Mail (1IM) from Cisco Systems.
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3.2.5 Domain Keys (DK) from Yahoo!, Inc.

Mark Delany from Yahoo! proposed “Domain-based Email Authentication Using Public-
Keys Advertised in the DNS (DomainKeys)[41]” for email authentication. We now describe

the DomainKeys protocol. The protocol is illustrated in Figure 3.4.

1. Objective
The objective of DK is to provide recipient system with a mechanism to verify the
integrity of the received message and also the authenticity of the domain of email

senders using digital signatures, public key cryptography, and the DNS.
2. Sending Side

(a) Generation of the Public, Private Key Pair
The domain owners generate a pair of public and private keys. The private key is
made available to DK outbound email servers and is used for signing all outgoing

messages. The public key is published in the DNS entry of that particular domain.

(b) Signing of Messages
Upon receiving an email from an authorized user within the domain, a digital
signature of the entire message using the private key is computed. This digital
signature is prepended as a header to the email and sent for delivery destined at

the recipient MTA.
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3. Receiving Side

(a) Extraction of Signature and Claimed From: Domain
The recipient MTA which is DK-enabled extracts the signature and clakreed:
domain from the email headers. It then looks up the public key for the claimed

From: domain from the DNS.

(b) Verification
The public key retrieved from the DNS for that particular domain is then used
to decrypt the signature to obtain the hash of the message as computed by the
sender. The recipient system then computes the hash of the message. A match
between the two hashes confirms that the email was sent with the permission of
the claimed sendingrom: domain, and that the integrity of the email (headers

and body) was preserved during transit.

(c) Delivery
Based on the verification results obtained above, the recipient email system ap-

plies local policies to deliver the email in the recipients’ inbox or to trash it.
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Figure 3.4: DomainKeys (DK) from Yahoo!.

3.3 Machine Learning Approach

Researchers and hackers have been actively interested in experimenting with machine learn-
ing techniques for filtering spam. A lot of spam filters available today, both open source
and commercial, are based upon machine learning techniques. Most of these filters use the
Nazve Bayesian model, Markov model, and other advanced techniques and heuPatits.
Grahampopularized the Nare Bayesian model for spam-filtering through his essay “A Plan
for Spam”[53] in 2002.

Some examples of open source filters based on the machine learning techniques are
CRM114[35], DSPAM[130], SpamAssassin [110] and SpamBayes[111]. One of the best

commercially-available spam filter is Death2Spam (D2S)[68].
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A detailed unified model of spam filtration is explained in Chapter 4. The machine learn-

ing approach for filtering spam consists of the following steps.

1. Corpus A corpus of spam and ham (legitimate messages) is obtained and validated.

2. Feature GenerationFeatures (attributes) representing each class (spam and ham) are

generated. For example, individual words in messages can be used as features.

3. Classifier Training A classifier based on a machine learning technique is trained by

representing messages in terms of the features generated above.

4. Threshold For each new message arriving at the mailbox, the classifier, operating on

the extracted features, decides the target class the of the message (spam or ham).

Statistical approach for spam-filtering has been covered!in [6] [8].[9] [10] [21] [25] [72]
[77] [78] [79] [88] [92] [89] [90] [91] [94]. Jose Maria Gomez Hidalgo maintains an active

bibliography on machine learning for spam detection[59].
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3.4 Sender Pays/Sender Verification/Sender Compute

Recently, techniques based on #gender-paysnodel have been proposed to protect the In-
ternet email system against spammers. In this model, some sort of action is required on
the sender’s part. Theender-paysnodel can be sub-categorized irgballenge-response
techniques anthicropaymentproposals. Thehallenge-responsgass of techniques can be

further sub-categorized. The sub-categorization is shown below:
1. Challenge Response

(a) Human Interactive Proof (HIP)
(b) Proof of Work (PoW)

i. Proof of Work (PoW) advocacy by Dwork and Moni Naor

ii. Adam Back’s Hashcash

2. Micropayments

3.4.1 Challenge Response

In challenge-responsechnique, the recipient system issues a challenge which the sending
system has to respond to. The response is then verified by the recipient system. Upon success,
the email is delivered to the recipient’s inbox. It is best to cis@lenge-respongechniques

in combination with other techniques such as whitelisting and spam-filtering. For example,

whitelisted senders should not be challenged, and legitimate senders who have responded
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to the challenge already can be added to the whitelist. Emails classified as spam from the
senders who are not whitelisted should be challenged[51].

The Penny Black Project
The Penny Black Project[118] at Microsoft Research hallenge-responsgystem with
the notion of “bankable/refundable” tokens. Tokens can be generated by solving some sort
of challenges or by making some monetary payment, and then can be deposited in an ac-
count. The challenge is a request for a token from the sender’s account, which can then
be refunded if the recipient informs the authority managing accounts that the email was a
legitimate message and not spam[51].

The Penny Black Project has investigated the use of several currencies such as CPU cy-
cles, memory cycles, and Turing tests to implementgbeder-paysnodel. Senders can
pre-compute the appropriate function tied to a particular message; senders can come up with
the payment in response to a challenge after they have submitted their message, or senders
can acquire a ticket pre-authorizing the message usingjithet Servdfi18].

TheTicket Servers proposed in the paper “Bankable Postage for Network Services” by
Abadi etal[1]. They describe a scheme in which senders can send an email attached with
a ticket obtained from th&icket Server The recipient can then determine the validity and
freshness of the ticket from thEcket Server If the message is legitimate, recipients can

inform theTicket Serveto refund the ticket to the sender.
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3.4.2 Human Interactive Proofs (HIP) (CAPTCHA)

Human Interactive Proofs (HIPs) are challenges designed to distinguish humans from com-
puters. In order to achieve this as originally proposed by Moni Nabr[85], the computer
presents a challenge that must be easily solvable for humans while hard for computers. HIPs
are also known as Completely Automated Public Turing to tell Computers and Humans Apart
(CAPTCHAS), or the reverse Turing Test. Specifically, CAPTCHAs are a special class of
HIPs that require verification of the results by a computer and the public availability of the
protocol/code[38]. Typically, these are image-based HIPs designed to distinguish a human
from a computer program (bot). CAPTCHASs are commonly used for preventing automatic
signing of the email accounts by bots and for challenging a user sending a large number
of (possibly spam) emails. Since CAPTCHASs require a human to solve the challenge, they
impose certain cost on spammers’ actions.

Modern-day reading-based HIPs using clutter and distortion settings deployed by MSN,
Hotmail, Register.com, Yahoo!, Ticketmaster and Google are illustrated in Figure 3.5.

The security of HIPs is dependent upon theognitionandsegmentatiotasks.Recog-
nition andsegmentatiolare well-known related problems in computer vision. In our context,
recognitionrefers to the mechanism of identifying individual characters taken from the al-
phabet containing both lowercase and uppercase English characters, and the decimal number
system. In practice, HIPs almost never use both upper and lowercase characters. Well de-

signed HIPs usually exclude confusable pairs such as ®.and
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By segmentationwe meansegmentatiorat the lowest level, implying a mechanism of
fragmenting the CAPTCHA image so that approximate locations of the constituent characters
from the above alphabet are identified.

The most common reading-based visual HIPs are based on the character recognition
tasks. Chellapilla etal.[27] from Microsoft Research suggest a combinaticecofnition
andsegmentatiomasks for designing the next generation of CAPTCHAS, since recognition-
based CAPTCHAs can easily be broken using machine learning technigues[28].

In light of the above, Chellapilla etal.[27] recently compared the single-character recog-
nition ability of humans and computers by performing identical human user studies and com-
puter experiments using convolutional neural networks as the core of the recognition engine.
In their study, they assume that the segmentation problem is already solved (i.e. approxi-
mate locations of constituent characters are already identified). Their results indicate that
computers are better than humans at single-character recognition under the commonly-used
distortion and clutter scenarios in modern-day HIPs such as the ones illustrated irf Figure 3.5.

They conducted a total of seven experiments with computers and humans. In each com-
puter experiment, a convolution neural network was used as a recognizer. A total of 110,000
random characters were sampled using distortion and clutter settings. Of these, 90,000 char-
acters were used for training, 10,000 for validation, and the remaining 10,000 for testing.
The alphabet set consists of 31 characters f{éwz,0-9}. Five charactergl, O, Q, 0, 1}
were discarded because these can be easily confused (For example: 0 with O, | with 1).

Thirty-point Times Roman font was used. An electronic human study closely matching the
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computer experiments was conducted with 44 participants. The participants were assigned
the task of recognizing characters under the same distortion conditions.

In all seven experiments, computers either outperformed or were on par with the human
ability in recognizing the single characters. As previously mentioned, they used a total of
90,000 characters for training. A HIP has between 5 to 8 characters on average, and therefore
90,000 characters are equivalent to between 11,250 and 18,000 HIPs. Assuming the cost of
solving a HIP is about $0.002[52], the total cost of labeling the training data amounts to
$22.5 to $36.

Recent communication with Kumar Chellapilla and Joshua Goodman from Microsoft
Research indicates that a customized HIP breaker can be built in a day for forty dollars,
assuming that the tools for sampling, labeling, and neural network training have already been

built.
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Figure 3.5: Modern-day reading based Human Interactive Proofs (HIPs) used by MSN/ Hot-
mail, Register.com, Yahoo!, Ticketmaster and Google. HIPs are also known as Completely
Automated Public Turing tests to tell Computers and Humans Apart (CAPTCHA). Figure
provided by Kumar Chellapilla, Microsoft Research.
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3.4.3 Proof of Work (PoW)

Proof of Work (PoW) is a class of cryptographic protocols in which the prover demonstrates
the verifier that he/she has performed a desired computation in a specified interval of time.

Proof of Work puzzles have the following properties:
e PoW puzzles are hard to solve.
e PoW puzzles are easy to verify.
e There are no known shortcuts for solving such puzzles.

In their work, “Proofs of Work and Bread Pudding Protocols,” Markus Jakobsson and Ari
Juels have formally characterized the notion of Proof of Work (PoW) protocols and presented
the idea ofbread pudding protocol66]. They definebread pudding protocchs a Proof of
Work (PoW) such that the computational effort invested in the proof may be harvested to

achieve a separately useful and verifiable correct computation.

1. Proof of Work (PoW) Advocacy by Cynthia Dwork and Moni Naor (1992)
Dwork and Naoi[45] first advocated the use of Proof of Work (PoW) in 1992 in their
paper “Pricing via Processing or Combatting Junk Mail.” The idea is that the sender
of the email is required to spend some time performing complex computation in order
to deliver email to the recipient. While this resource expense approach is a minimal
burden on the legitimate sender, it is assumed that this will deter spammers, since

spammers send bulk mail and hence require a significant amount of computational

85



time and resources. Dwork and Naor also introduced the notion of Proof of Work
(PoW) with atrap door, a function that is easy to compute given the kegp door

information)but moderately hard to compute without the knowledge of this key.

2. Adam Back’s Hashcash (1997)
In 1997, Adam Back independently proposed a system based on the Proof of Work
(PoW) known as the Hashcash[11][12]. The objective of Hashcash is to throttle abuse
of Internet resources such as email and anonymous remailers. In Hashcash, the CPU
cost function computes a token, which can be used as Proof of Work (PoW). Adam
definescost functiomas a function that is efficiently verifiable but parameterisably ex-
pensive to compute. In the Hashcash setting, a client computé®a Tusing a cost
function MINT (). This token is then used to participate in a protocol with a server.
The server verifies the value of the token using an evaluation function VALUE(). If
the token has the required (correct) value, the server advances to the next step in the
protocol. These functions are parameterized by the amount of wdhle client has
to spend in order to compute the token. The settingstefactiveandnon-interactive

cost functionsn Hashcash are described below.

(a) Interactive Cost-Functions
In this setting, the server uses the CHAL() function parameterized by the work
factorw to compute a challeng€, which is then sent to the client. The client

then mints a toker using the MINT() function and returns the tokérno the
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server which is then evaluated using a VALUE() function. If the value is correct,

the server proceeds to the next step in the protocol.

¢

C — CHAL(s,w) server challenge function

T «— MINT(C)  minttoken based on challenge

| V= VALUE(T) token evaluation function

(b) Non Interactive Cost-Functions
In this setting, the client chooses its own challenge or random start value and
generates a tokeh using the MINT() function. The token is then evaluated by

the server using the VALUE() function. If the value is correct, the server proceeds

to the next step in the protocol.

T «— MINT(s,w) minttoken

V «— VALUE(T) token evaluation function

Hashcash is based guartial hash collisions A partial hash collisionof k bits is defined
as the match betwednmost significant bits between the hash of two numbers x and y (say
SHA1(x) and SHAL(Y)).

Campaign for Real Mail (CAMRAM)[23], a system based on #ender paysnodel
uses, Hashcash. In such systems, the sender finds a number which, when prepended to the
combined string ofFFrom, To, Subject, Datenhas a hash whose firktbits are 0.k can be
varied depending upon the time required to find the hash[52].
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CAMRAM system uses CRM114 Filter for classifying emails into spam and good mail.

We explain the architecture and working of the CAMRAM system in detail in chapter 6.

3.4.4 Micropayments

In Micropayments systems, small amounts of money (micropayments) are accumulated and
collected as one regular payment. In the micropayment model for the Internet email, the
recipient can charge a very small amount of mo#y05)from the sender through an online
banking system. The recipient can keep the money if the email is a spam message. The
money generated through these transactions can also be donated to charity. This proposal
suffers from one major problem of establishing a worldwide bank or authority for keeping

records of, tracking, and handling transactions[51].

3.5 Controlling Spam at the Router Level

Recently, Professor Mart Molle introduced the idea of fighting spam inside the network. The
motivation for this early-detection strategy is saving network resources that would otherwise
be wasted on the delivery of spam immediately discarded by the recipient’s spam filter. Since
no spam detection algorithm is perfect for everyone, however, network spam control would
merely impose a limit on the number of copies of a particular bulk email message that can

pass through the router per unit time.
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In this way, legitimate but misclassified email would still reach its destination, but the
spammer’s cost of doing business would rise considerably because of the extra delivery time
and/or personalization effort required for each message.

A detailed plan for implementing network spam control has been developed by Agrawal
etal.[5]. After separating SMTP traffic from the fast path, the router tries to determine
whether the new message is part of a bulk-delivery stream (i.e., it is similar to another mes-
sage seen within the rate-control window) and if it contains spam. If both conditions hold,
then the router blocks its delivery by closing the SMTP connection. The router could also set
a TCP header flag to inform the recipient of the arrival of rate-compliant spam.

The Boyer Moore pattern-matching algorithm is used to identify bulk message streams
by comparing each new email message with a cache of previously seen emails. This is
achieved by using a two-level cache structupeimary cacheand secondary cache All
emails received are kept in tlsecondary cacheAs bulk mails are characterized by short
span of time, all new emails received within a short span of time are compared with the
signatures of the messages in #exondary cacheA match indicates that the message is
bulk and the signature is moved to themary cache Thus, theprimary cachecontains
signatures of bulk messages.

In the second phase, a Bayesian classification technique is applied to determine if the

bulk stream is composed of spam messages.
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3.6 Social Networks

Recently Boykin etal.[20] proposed usesaicial networkgo fight spam. In their work, they
create email graphsocial networksjrom legitimate email (ham) and spam headers. Using
social networkgools, they construct an anti-spam tool to identify a user’s trusted network of

friends and subnetworks generated by spam.

3.7 Distributed Collaborative Filtering

In this approach, a signature of every spam message received by the recipient is computed and
added to a shared database. Upon arrival of a new email message, its signature is computed
and then compared to the shared spam database. Depending upon the similarity measured be-
tween the signature of the message and the closest matching signature in the spam database,
the message can be tagged as spam or ham. Vipul's Razor[123] and Distributed Checksum

Clearinghouse (DCQC)[40] are examples of successful modern-day collaborative spam filters.
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3.8 Special Purpose One Time/Disposable Email Addresses

Special purpose/disposable email addresses are one approach to stay away from spam. A
person can release the email address in a limited scope; for example, a person can give a
different address to different correspondents. If any of those email addresses starts receiving
spam, this implies that a particular email address has been abused and can be terminated,

leading to the bouncing of all further emails.

3.9 Tracking Harvesters through the Project Honey Pot

Email harvesting refers to the mechanism of collecting email addresses by web spiders or
spambots which scan web pages, mailing lists or chat rooms looking for the @symbol. In
order to avoid spambots, address-munging (i.e. inserting random text such that spambots
cannot recognize email address while humans can) or the use of AT instead of @ is recom-
mended.

Unspam Technologies came up with the idea of Project Honey Pot[98] for identifying
spammers and their spambots used for harvesting email address from a website. In Project
Honey Pot, the participating website installs software distributed by the Unspam Technolo-
gies. Email addresses specific to a particular website are generated and installed somewhere
on the site. When those honeypot email addresses start receiving spam, the date, time, and

IP address of the harvester are tracked.
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The terms and conditions for the use of these email addresses listed on a particular web
site is embedded in the comments of the HTML code of the page. Violators can be tracked
and then subiject to litigation.

Special license restrictions for non-human visitors from Project Honey Pot’s terms and

conditions section is illustrated in Figufe [3.6.

SPECIAL LICEMSE RESTRICTIONS FOR NOM-HUMAN VISITORS

Spedal restrictions on a visitor's license to access the Website apply to Non-Human Visitors, Non-Human Visitors
indisde, but are not limited to, web spiders, bots, indexers, robots, orawlers, harvesters, or any other computer
programe designed to access, read, compile or gather content from the Website automatically, Mon-Human Visitors
are restricted from taxing the resources of the Website beyond what would be typical of a hurman visitor.

Furthermore, as specified by the "no-email-collection” flag in the header pages within the Website and/or the
contents of the robots,txt file, email addresses on this site are considered proprietary intellectual property of the
author of the Website, It is recognized that these email addresses are provided for human visitors alone, and

have value in part because they are accessible only to said human visitors, By continuing to access the Website, You
acknowledge and agree that each email address the Website contains has a value not less than US \$50 derived from
their relative secrecy, You further agres that the compilation, storage, and potential distribution of thess addresses
by Mon-Human Yisitors substantially diminish the value of these addresses. Intentional collection, harvesting,
gathering, or storing email addresses by Non-Human Visitors is recognized under this agreement as a violation of this
agreement and expressly prohibited.

Any Mor-Human Visitors to the Website shall be considerad agents of the individual{s) who control or author them.

These individuals shall ulimately be responsible for the behavior of their Non-Hueman Visitor agents and are liable for
vigdations of the Terms of Service.

Figure 3.6: Project Honey Pot - special license restrictions for non human visitors such as
bots. Figure provided by Matthew Prince, Unspam Technologies.
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3.10 Accreditation and Reputation Services

3.10.1 AOLs Enhanced Whitelisting

America Online’s Enhanced Whitelisting is a mechanism through which messages from the
whitelisted bulk mailers to recipients are displayed with images and enabled links (i.e. images
are not blocked and links are not disabled). Legitimate bulk mailers who are already on
AOL's whitelist are automatically added to AOL's Enhanced Whitelisting after 30 days, if

they adhere to the delivery standards according to AOL.

3.10.2 Habeas SafeList Program

Habeas offers a SafeList program through which legitimate email marketers are promised a
guaranteed delivery of their email. More precisely, if the sender is certified by Habeas, it
includes this information in the headers. Upon receiving emails claiming to be Habeas cer-
tified, the recipient MTA authenticates the IP address of the sender against Habeas SafelList.
Upon authentication success, the email is delivered to the recipient’s inbox. The working of

the Habeas SafeList program is illustrated in Figure 3.7.
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Figure 3.7: Habeas’ SafeList program.

3.10.3 Return Path’s Bonded Sender Program

The Bonded Sender program was introduced by the IronPort Systems in 2003 and was ac-
quired by Return Path in early 2005. In the Bonded Sender program, qualified legitimate
bulk mailers deposit a financial bond, and IP addresses of their outbound mail servers are
then whitelisted. Upon receiving emails claiming to be affiliated with the Bonded Sender

program, the recipient MTA authenticates the IP address of the sender against the Bonded
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Sender whitelist using reverse DNS lookup. Upon authentication success, email is delivered
in the recipient’s inbox. The recipient provides feedback or complaints to its ISP which can
then forward all complains to the Bonded Sender program authority. The financial bond
of the bulk mailer is debited according to the number of complains received. The Bonded
Sender program has a dispute resolution mechanism for senders to contest a debit of the

bond. The Bonded Sender program is illustrated in Figurie 3.8.
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Figure 3.8: Return Path’s Bonded Sender program.
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3.10.4 CipherTrust's TrustedSource Reputation Service

TrustedSource portal from CipherTrust is a service which attempts to score the reputation
of an IP address by combining attributes such as sending behaviour, whitelist and black-
list. The data is gathered through already-installed IronMail Gateway appliances worldwide.

TrustedSource service classifies reputation of an IP address in one of the four classes:
1. Inoffensive:Indicating a legitimate sender.

2. Raised Concernindicating a legitimate sender but suggesting further inspection of

emails received from this address.

3. SuspiciousThe IP address may belong to a spammer because it has shown many spam

sender characteristics.

4. Spam: This IP address has been used for spamming or should not send any email

messages.

3.10.5 IronPort's SenderBase Reputation Service

SenderBase is a similar reputation service from IronPort Systems and provides information

about the email traffic sent by different IP addresses and domains.
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3.11 Anti-Spam Appliances

Anti-spam appliances are the standalone appliances designed specifically for the purpose of

filtering incoming spam. Some vendors selling such appliances are IronPort Systéems [65],

CipherTrust([31], Mirapoint[[81], Barracuda Networks [13], Symantec [115] and Tumble-

weed Communicationis[122]. Table .4 lists anti-spam techniques used in some of these

appliances from the above vendors.

Appliance

Technique

CipherTrust IronMail Connection Contrg

Y

service and bandwidth throttling
for rate limiting connections and
traffic from known and
suspected spammers

luses TrustedSource sender reputatio

I

—

Mirapoint MailHurdle

uses greylisting

Symantec Mail Security 8160 Appliance

3 uses Brightmail sender reputation
service to restrict connections
and traffic from known

and suspected spammers

Tumbleweed MailGate Edge

to validate recipient and

sender domains; protects

against Denial of Service (DoS)

and Directory Harvest Attacks (DHA)

Uses sender authentication mechanisms

Table 3.4: Anti-spam appliances from some vendors. Source: “Next-Gen Appliances Put
SPAMMERS in the Crosshairs” by Logan G. Harbaugh, INFOWORLD, 08/29/2005.
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Chapter 4

A Unified Model of Spam Filtration

4.1 Introduction

We describe three common spam filtration styles in the current state of the art. These are
Blacklisting, Human driven heuristic filtering, and Machine learning based filterihgy
this chapter, we consider a recursive description of these filters, compare them and consider

higher level interactions of these filters in an Internet wide context.

1. Blacklisting
Blacklisting deals with determining IP addresses and domains of spammers and block-
ing emails originating from these sources to mail servers. Some prime examples of
blacklists are Spamhaus Black List (SBL) [19], SpamCop Blocking List (SCBL) [112],

Composite Block List (CBL)[33].
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2. Heuristic Filtering
In heuristic filtering a human examines spam and nonspam texts for likely features, and
writes specific code to trigger action on those features. These human created features
are weighted (either manually or by an optimization algorithm), and thresholded to
determine the spam or nonspam nature of a document. A prime example of such a
heuristic filter is SpamAssass<in[110]; other heuristic filters are used by major ISPs

such as Earthlink[46] and Yahoo!.

3. Statistical Filtering
In statistical filtering a human classifies a training set of texts; a machine-learning algo-
rithm then creates and weights features according to an internal optimization algorithm.
A number of these filters have been implemented, such as Death2Spam (D2S)[37],

SpamBayes[111], SpamProbe[113], and the CRM114 Discriminator[35].

4.2 The Filtering Pipeline

In order to differentiate spam-filtering from the more generalized problems of information
retrieval, we first define the set of spam filtering actions. Given a large set of email readers
(who desire to reciprocally communicate without prearrangement with each other) and an-
other set of email spammers (who wish to communicate with the readers who do not wish
to communicate with the spammers), the set of filtering actions are the steps read¢os take

maximize their desired communication and minimize their undesired communications
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We now propose the following filtering pipeline as a generalized form for spam classifi-

cation. Given an input text we perform the following sequential operations:

1. Initial (arbitrary) Transformation (a.k.a. MIME normalization)

2. Feature Extraction

3. Feature Weighting

4. Feature Weight Combination

5. Thresholding, yielding a go/no-go result (or perhaps go/unsure/no-go) result

Note that this classification model functions irrespective of the learning model used to
update the databases involved; in the long term the learning model does not matter as long
as the learning system produces (eventually) a satisfactory configuration. This includes both
single-user, multi-user, and multi-host distributed filtering systems.

The filtering pipeline is graphically represented in Figure 4.1.

Virlue

! Single
Criginal Initial Modified | Feature 7570 Rearyre | weight Weight | Final
Text Transform| e | Generator(Feancerns| Weighting Jae | Combining e fnse

Stream

values)

Final Thresholding

j ’ Featurel.ookups

Human Generator Combiner|
Chosen Params Formula
Transformg ]

Leaming
Algorithm

Figure 4.1: A generalized model for spam filtering pipelines.
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4.2.1 Initial Transformation

The initial transformation (step 1) is often a null step - the output text is just the input text.

Other common initial transformations are described below:

e Character-Set Folding
Forcing the character set used in the message to the character set deemed “most mean-
ingful” to the end user. For a typical US based user, this is base ASCII (also known as

Latin-1) where accents are not significant.

e Case-Folding

Removing extraneous case changes in the text.

e MIME Normalization
Unpacking MIME encodings to a reasonable (and common) representation. In partic-
ular, the decoding of BASEG64 texts is often useful, as some email systems encode a

perfectly reasonable plain-ASCII text in BASE 64.

e HTML Deboning
In some rare cases, HTML is an essential part of the message, but HTML also provides
an incredibly rich environment to obscure content from a machine classifier while re-
taining the content for a human viewer. In particular, spammers often insert nonsense
tags to break up otherwise recognizable words, while enthusiastic email authors often

overuse tags such asbold > and< color > to the detriment of the actual content.
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e Look-a-Like Transformations
Spammers often substitute characters for other characters that “look alike”, in order
to avoid known spammish keywords. Examples are using ‘@’ instead,dfl” (the

numeral) or ! (the punctuation) instead of ‘1’ or ‘I’ (the letters), and $ instead of ‘S'.

e OCR/Machine Vision Operations
Using machine vision techniques to form a textural representation of an included image
(such as a pornographic .jpg). The authors are unaware of any actual implementations

doing OCR or machine vision classification at the time of writing this paper.

It should be realized that not all systems use an initial transformation; some systems work
perfectly well with no preprocessing whatsoever.

It should also be noted that the initiedxt-to-text transformatioms human-created, ar-
bitrary, and rarely if ever 1-to-1 in terms of characters, words, or even lines of text. The
arbitrary nature of this transformation is what we will eventually use to demonstrate that this
generalized filtering form includes not only statistical methods, but also heuristic methods

and black/white lists.
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4.2.2 Feature Extraction

In the feature extraction step of the pipeline, the text is converted into a set of indexable

features. We propose a two-step process in feature extraction:

1. Using aregular expression (regexd segment the incoming text into interesting parts

(tokens). This step is akin tokenizationn typical compiler.

2. Using atuple-based approacto combine the tokens into features. This tuple-based

approach allows arbitrarily nonadjacent tokens to be combined into features.

In prior work [105] it was found that the choice of tokenizing regexes between an intuitively
good regex such as [[:graph:]]+ and a carefully crafted HTML-aware regex can affect overall
accuracy by at least a factor 25% on one standard corpus. It is likely that with multiple
“typical” corpora at least another similar factor in accuracy by tokenization will occur.

The tuple-based approach to feature generation is a generalization of the techniques
known to the authors [30][105][127][128]. Tuple-based feature generation often produces
more features than the original text contained tokens; in some implementations there will be
more features emitted from the feature generator than there were bytes of text in the original
message.

Tuple-based feature generation uses a two-step process to convert textual tokens into

features [120@. The steps are:

LIt is also computationally feasible to invert the order of textokenvalue and tuples weight operation;
For example the TIE systern [105] forms the concatenated texts first, and then looks up the concatenated text to
get a weight value. This is computationally equivalent; either method will generate identical results. Interest-
ingly, TIE [120] is in some cases faster in this string-based operationdt#ai 114 is in the computationally
equivalent hash-then-combine-then-look-up computation.
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1. Conversion of the textual tokens into unique (or nearly unique) numerical representa-
tions
For example, a lookup of textual tokens in a dictionary of tokens previously seen in
learning corpus can guarantee unique numerical representations of tokens (textual to-
kens that haven’t been seen in the learning corpus can be assigned a locally unique
number but, by definition, no feature containing a previously unseen token exists in the
learned corpora and so such tokens do not contribute to the useful classification feature
set). Alternatively, in a faster implementation textual tokens could simply be hashed
to a moderately long numerical representatiosiebit representation gives roughly
1.8E19 different possible hashes and the occasional hash collision is equivalent to a

single typographical error in the human-created input text.

2. The sequence of numerical representations of sequential features are then combined by
stepwise dot products against every member of a tuple defining the feature generator
This is stepping the sequential token values through a pipeline of length equal to or
greater than the longest tuple and calculating the dot product of the pipeline contents
against each member of a set of tuples. By describing the feature generation as tuples,
we can obtain features from simple unigrams to arbitrary selection lattices. Of course,
for reasonable tuple sets the pipeline length is usually quite small - there is evidence

[105] that pipeline lengths in excess of five or six do not increase accuracy.
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In a perfect world, this dot product would have tuple terms that are large prime num-
bers, and be carried out in infinite-precision (bignum) arithmetic, but a fast implementation
can simply use small integer tuple values and register-based (fixnum) arithmetic with a triv-
ially small decrease in accuracy (again, each collision causedmt finite arithmetic is
equivalent to a single typographical error in the human-created input text).

For simplicity, we will represent all of our tuples in this paper in a normalized form -
that is, tuple elements which correspond to pipeline tokens which are to be disregarded will
always have the tuple element value 0, and all nonzero tuple elements will start at 1 and
increase by 1 for each element that is to be regarded with unique position, and will reuse a
previously used integer if the corresponding tuple elementis to be considered interchangeable
with a previous tuple element.

Many spam filters consider only single words to be features. Consider the very simple
single-element tuple sét }. In this case, each output feature is simply an input feature set,
multiplied by 1. This gives the “typical” behavior of most word-at-a-time Bayesian spam
filters.

The somewhat more interesting tuple set is:

{10}

{12}

It yields the classic “digraph” feature set as used by libbnr [14], where each word is taken

as a feature, and each pair of words in sequence are also taken as a feature. The sequence

105



“foo bar” is not equivalent to the sequence “bar foo” (the zero term in the first tuple element
multiplies the respective token’s numerical valuelbythereby disregarding the feature).

This tuple-based feature generation also allows for representation of bag-based (order
does not matter) and queue-based (order matters, but interspersed ignored elements don't)
feature generators.

For example, an order-ignoring (“bag-based”) feature generator with a viewing pipeline
length of4, which when slid over the pipeline, generates all pairs taken two at a time is

below:

{1, 1, 0, 0 }

{1, 0, 0, 1 }
Note that the tuple coefficients for each token are daghd thus the same output numerical
representation is generated without regard to the order of the incoming tokens.

A very similar but order-sensitive tuple set is below:

{1 2 0 0}
{1, 0, 2, 0 }

{1, 0, 0, 2}

Note that the coefficient of the first feature in the pipelind iand the coefficient of the
second feature in the pipelineds This causes this particular tuple set to generate features

where order is significant, but intervening tokens are not significant (for example, “foo bar”,
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“foo lion bar”, and “foo lion tiger bar” all generate the “foo bar” feature value, but “bar foo”,
“bar lion foo”, and “bar lion tiger foo” generate a different (but identical between themselves)
value.

We can create “contains” feature generators. For example, the following tuple set creates
features where the three tokens must occur in the order specified, but as long as the entire
feature sequence fits into the pipeline length (h&rghe precise positioning does not matter.

Below is the tuple set:

Another interesting tuple set is below:

Note that this tuple set doe®wt generate the unigram (that is, features representing single

words, taken one at a time, do not appear in the output feature stream). This tuple set is
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interesting because it has been shown experimentally to be particularly effective in spam
filtering - in experiments, it was at least equal to the same tuple set including the unigram,
and was often more accurate [105]. This is an interesting counterintuitive example where

better accuracy is achieved with fewer features.

4.2.3 Feature Weighting

The third step in the filtration pipeline is feature weighting. This weighting has several parts:

e A part of the weighting is based on thpior training of the filter with respect to
this particular feature; this is simply table (or database) lookup Often this part
of the weighting is the number of times each feature has been seen in each of the
respective training corpo@i There are experimental indications that for some tuple
sets accuracies are higher if training and feature weighting are based on the number of
training documents it appears in, rather than the number of times the feature appears
(thus the same feature repeated several times in a document is used only once for the

training or classification).

e A part of the weighting is based on thépleitself - for example, it appears for some
tuple sets and combiner rules to be advantageous to not weight all tuples evenly; tuples
containing more nonzero terms appear to be more significant than mostly-zero tuples,

and tuples with the nonzero terms adjacent or nearly adjacent are more significant than

2The reader should differentiate between “training texts offered” versus “training texts actually used”. Many
very effective learning algorithms do not use all of the training texts offered; the superfluous texts do not have
their features added to the database.
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those tuples with the nonzero terms widely separated. The Markovian weighting sets
[127] using a full set of all possible combination tuples exhibit this behaviour. Other
tuples sets and combiner rules show no such effect (OSB[105] tuples with Winnow-

type combiner rules seem to work best with uniform tuple values)

e A part of the weighting may be based oretafeature®r “database constants”for
example, it appears advantageous to alter the weighting of features depending on the

overall count of features learned, as well as the related count of example texts learned.

It is not necessarily the case that a feature’s weight is a strict probability [or better: is a proba-
bility estimate]. Other weighting generators can be used as desired,; it is perfectly reasonable
to define weight of a feature by reference to a database produced by a learning algorithm. For
example, the Winnow algorithm uses linear weights stored in a database. It is not reasonable
to assume that every possible weighting generator will work with every possible combiner
rule; in particular, Bayesian combiner rules need reasonable - valued probabilities as inputs
(consider what happens to a Bayesian combiner rule if a local probability is greater than unity
or less than zero?)

A very simple and obvious per-feature probabilistic weighing formula is given in Equa-
tion[4.1

TimesSeenInClass

Weight = (4.2)

TimesSeenOuver AllClasses

Unfortunately, the weighting shown in Equatipn]4.1 yields absolute certainty when a fea-

ture has only been seen just once in a single class. A better-behaved per-feature weight as
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used in the Markovian filter option i@’ RV 114 Discriminator Framework [128] is shown in

Equation[ 4.P.

TimesSeenInClass

ght =
Weig TimesSeenOuverAllClasses + Constant

(4.2)

Constant is some relatively small integer, such @s 100. Note that, this is one common
form of “smoothing”.

Experimentally, we have found that a better local estimate of probabilistic weight takes
into account the relative number of documents in each of the learned corpora; a simple renor-
malization of weights with respect to how many documents have been inserted into each

database such as in Equatjon|4.3, gives a significant improvement in filtering accuracy.

TimesSeenInClass ¥ DocumentsInClass

Weight =
9 (TimesSeenOver AllClasses + Constant) * TotalCorporaDocuments

(4.3)

e Other Weight Generators
It is not necessarily the case that a features weight is a strict probability. For example,
the Winnow algorithm uses linear weights stored in a database; each feature’s weight
starts atl.0000 ﬂ Winnow Feature weights are promoted on correct learning by multi-

plying by a constant- 1 (typically in the rangd.1 to 1.23), and demoted on incorrect

3To be precise, in Winnow, all features have a valud 600 until learned otherwise; the Winnow type
database handler is specifically programmed to give the default valuéodfwhen a feature is not found
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learning by multiplying by a different constast1 (typically in the range).8 to 0.9) ﬁ]

Other weighting generators can be used as desired,; it is perfectly reasonable to define weight

of a feature by reference to a database produced by a learning algorithm.

4.2.4 Weight Combination

At this point in the pipeline, we now have a series of weights corresponding to each feature
in the unknown input text. We now combine these weights to obtain a single output result.
Some spam filters use completely linear weight combining rules - that is, their combining
rules obey the laws of superposition, and the output value of a concatenated text is equal to the
combining rule applied to the values of the unconcatenated text segments. Other filters have
nonlinear features in their combining laws, such as “ignore any weight below a particular
threshold”. This type of nonlinearity is easily accommodated by simple modification of the
combining rules below.
Other filters use a sorted-weight approach, typically “only use the most exfveneghts
found in the document”. This sorted-weight approach is less easily represented as a simple

function of the stream of weights emitted from the weight generator software.

e Bayesian Combining
A very common combining formula is the generalized Bayesian probability combiner

formula - this relates a local probability due to a given feature, a prior probability (the

41t should be noted that Winnow learning is not “promote on correct”, rather, it is a thickness-based learning
algorithm that promotes/demotes if the final output is not outside a thick threshold; this means that for some
ambiguous texts both the in-class and not-in-class databases will be updated.
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probability of a document being in a particular class before this feature was encoun-
tered) and the posterior probability (the updated probability, given that the feature was

found in the document)

P P, prior * -Plocal

posterior
zoverallclasses(Ppm'orThatClass * PlocalThatClass)

(4.4)

Chi-Squared Combining

Another common combining rule is tloli-squared rule In the chi-squared formula-

tion, the observed occurrences of features are compared against the expected number
of occurrences of those features. Typically this is done in a matrix format The actual
chi-squared formula for the chi-squared value of one exclusive feature is given by the

equation 4.b. All of the chi-square feature values are summed.

X? = ((Observed — Expected)? | Expected) (4.5)
Nature of Expected No| No. of Features
Text of Features || Actually Observed
Unknown text assumed
to be Good A B
Unknown text assumed
to be Spam C D

Table 4.1: Chi Square Formulation
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e Winnow Combining
If the weight calculation and value updating is performed using the Winnow algorithm,

the combining rule is particularly simple and is given by Equdftioh 4.6

WeightOut = WeightIn + LocalW eight (4.6)

4.2.5 Final Thresholding

After the weights are combined, a final thresholding is performed. For filters that use prob-
ability, the final decision threshold value is typicallys (ambivalent probability). As some
filters authors and filter users consider it preferable to falsely accept some spam in order to
decrease the amount of falsely rejected nonspam, not all filtegs 4s&5. (it is conjectured

that, for filters using linear combining rules, that altering the decision threshold is completely

equivalent to altering the training regimen).

4.3 Emulation of Other Filtering Methods

If this generalized model of spam filtering is truly general, we must show that it is possible to
represent all possible filters within its framework. In one sense, this is trivial to prove, as the
initial text-to-text transforncan contain an arbitrary computation and all subsequent stages

can operate in a pass-through mode. Despite this trivial proof, it's actually useful to consider
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how to use an optimized implementation with parameterized code in the generalized filtering

model to implement other types of filters such as heuristic filters and black/whitelists.

4.3.1 Emulating Whitelists and Blacklists in the Generalized Model

Emulation of whitelist/blacklist filtering in the generalized model is quite simple. All we
need to do is to look for the whitelisted or blacklisted words in the input, and count them.
If the whitelisted words outnumber the blacklisted words, the text is good, if the blacklisted
words outnumber the whitelisted words, the text is spam, and it's indeterminate if there is a
tie.

A set of parameters for the generalized model that produce a whitelist/blacklist filter is below:

1. The initial text-to-textransform is “none”. That is, the output text is equal to the input

text.

2. The token generator regex is [[:graph:]]+ (resulting in blank-delimited blacklisting and

whitelisting.

3. The tuple set for feature generation is j§4¢, giving feature Ids that correspond to

single words.

4. The feature database is loaded only with those words that are blacklisted or whitelisted,
with a value of+1 for whitelisted words, and-1 for blacklisted words. All other words

return a0.0 value.
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5. The feature weight rule is

FeatureWeight = FeatureLookedUpV alue

6. The feature combiner rule is

NewScore = OldScore + FeatureW eight

7. The final decision threshold is>* 0" implies good, “< 0" implies bad, otherwise

unknown”.

This particular implementation scores whitelist words and blacklist words equally; some
people consider them equally valuable. For pure whitelisting or blacklisting, one could put
only the respective whitelist or blacklist words into the feature database, or one could weight

whitelist words with much higher weights than blacklist words (or vice versa).

4.3.2 Emulation of Heuristic Filters in the Generalized Model

We now consider the question of the emulation of heuristic filters in the generalized model.
Heuristic filters are by definition created by expert humans, to trigger on specific features
of the unknown text. The individual features may either accumulate a weight or score, or

by themselves be sufficient to reject (or accept) an unknown text. It is possible to form
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hybrid human+machine-created systems in this form. For example, SpamAssassin [110] has
a feature library of several hundred human-written recognizers; the recognizers themselves
have weights that are optimized by a genetic algorithm testing against a well-vetted base of
spam and nonspam texts.

Emulation of these heuristic-feature-based filtering systems is easily performed by:

1. Generating a “local key”, a string with a vanishingly small probability of appearing in
an incoming text; this local key can be constant for a user, or be randomly generated

for each incoming text.

2. Executing a series of rewrite rules; each rewrite rule corresponds to one of the original
heuristics. Whenever a rewrite rule matches the incoming text (corresponding to the
original heuristic being triggered), the rewrite rule appends a new line at the end of
the unknown text; this new line contains the local key followed by the heuristic rule’s

unique identifier.

3. The second-from-last rewrite rule deletes every line in the unknown text that does not

start with the local key.

4. the last rewrite rule deletes every copy of the textual representation of the local key

from the text, leaving only the unique heuristic identifiers.

5. The text emitted from the preprocessor is now just the unique identifiers of the heuristic

rules that were satisfied by the original text.
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The resulting output text is now taken one unique identifier at a time (i.e., with the tuple set:

{1}

and the respective weightings of the unique identifiers are then looked up. For example, if
we were emulating SpamAssassin [110], the respective weightings stored in the database
would be the relative point values of each of the heuristic features found, the local weighting

formula would be just:

LocalW eight = DatabaseV alue Returned

and the combining rule would be the summation of the local weights is:

TotalW eight = TotalW eight + LocalW eight

The current version of SpamAssassin [110] at this writing uses a threshtlg eb the final
decision threshold is:

TotalWeight —4.5 > 0
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4.3.3 Examples of Popular Spam Filters in the Generalized Model
Here, we will show several popular spam filters as expressed in the generalized model.

1. Classic Paul Graham'’s “A Plan For Spam” model (2002)[53]
(a) Preprocessorilowercase, remove HTML comments, remove numeric-only con-
stants
(b) Tokenizer[-'$a-z]]+
(c) Feature Generatorsingle tuple -{ 1 }
(d) Lookups:count of good occurrences “G”, count of bad occurrences “B”

(e) Weight Generator:

If(G+B<5):05

Bad

Else( (0.99(L0.01(G00d—+Bm)J )

() Weight CombinerClassic Bayesian, top 15 scorers only

(g) Final Decision Threshold0.9

2. Death2Spam (D2S) model]68]
(a) Preprocessor:lowercase, remove HTML comments, add specific markers for
FROM and TO fields in header
(b) Tokenizer][[a-z]]+

(c) Feature Generatorsingle tuple -{ 1 }
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(d) Lookups:count of good occurrences “G”, count of bad occurrences “B”

(e) Weight Generator:

Bad

([0'99“0'01(Good—+Bad)J )

() Weight CombinerClassic Bayesian

(g) Final Decision Threshold0.5
3. SpamAssassin model[110]

(a) Preprocessorall 300+ SpamAssassin heuristics (using the feature Ids as in cur-
rent SA), deleting all non-featurelD text as a final step before tokenizing

(b) Tokenizer:[:graph:]]

(c) Feature Generatorsingle tuple - 1

(d) Lookups:precalculated per-feature weights of good occurrences “G”, weight of

bad occurrences “B”
(e) Weight GeneratorSimple lookups, no G/B combination

() Weight CombinerSimple addition

NewScore = OldScore + B — G

(9) Final Decision Thresholdaccept if< 4.5
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4. CRM114 (2002 model)[35]

(a) Preprocessorremove HTML comments, expand BASE64's
(b) Tokenizer:[:graph:]]

(c) Feature GeneratorSparse Binary Polynomial Hash (SBPH) tuple set of window
length 4 (note that CRM114 in 2002 did not use differing weightings depending

on the tuple. CRM114 moved to a window-length 5 tuple set in early 2003)

(d) Lookups:count of good occurrences “G”, count of bad occurrences “B”

(e) Weight Generator:

Good

( Good;Bad )

0.5 + +16 4.7)

(Note: 2002 CRM114 did not yet have superincreasing Markovian weightings
that depended on the tuple being used)
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(H Weight CombinerClassic Bayesian, score everything.

(9) Final Decision Thresholdaccept ifP,,,; > 0.5

4.3.4 Conclusion and Future Work

This chapter shows that a single unified pipeline, controlled by a relatively small set of input
parameters (a set of rewrite rules, a regex, a set of tuples, a mapping/lookup table, and a chain
combining rule) can describe nearly all of the spam filters of all variants typically available
today. By showing the commonality of these filters, we hope to stimulate creative thought to
advance the state of filtering art, with some hope of advancing the entire field of information

retrieval.
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Chapter 5

The CRM114 Discriminator Framework

5.1 Introduction

CRM114[35] is an acronym for the Controllable Regex Mutilator concept 114. It was created

by Dr. William “Bill” S. Yerazunis from Mitsubishi Electric Research Laboratories (MERL)

in 2002. It originally got its name from Stanley Kubrick’s moe Strangelove (or: How |

Learned to Stop Worrying and Love the Bonibhe CRM114 Discriminator is analogous to

the radio receiver in the movie which is designed to receive only authentic communications

and reject any communications that might be false or misleading. In the context of spam

filtering, CRM114’s goal is to discriminate between authentic messages and to reject others.
Most spam filters are single-paradigm; to change the methodology of filtering requires a

complete rewrite of the filter. CRM114 is different; It's not a filter per se; it is a language

designed for writing filters and the most common filter usage is for spam.
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Much of the work on spam-filtering models by the author of the thesis conducted in col-
laboration with William Yerazunis from MERL, Christian Siefkes from Freie Univétsit
Fidelis Assis from Embratel and Dimitrios Gunopulos from UCR[30]]105][129], is imple-
mented in different versions of the CRM114 DiscriminatBlease refer to Chapterg| 4,] 7
and[8)

At the time of this writing, CRM114 versions implemented theiWaBayes Model,
the Markov Model, an OSB (Orthogonal Sparse Bigram) model, Littlestone’s non-statistical
Winnow algorithm[71], an experimental “voodoo” weighting model on an Orthogonal Sparse
Bigrams (OSB) base, a bytewise correlator model, and a hyperspatial radiance model. A
CRM114 version implementing Support Vector Machines (SVM) model is under develop-
ment. Fidelis Assis from Embratel is the original inventor of the Orthogonal Sparse Bigrams
(OSB).

All of the classifiers mentioned above are keyword selectable, so to switch to a different
classifier model requires only changing a single flag and re-running the training corpus. Be-
cause the CRM114 system is a language, multiple classifiers can coexist peacefully in the
same filter architecture.

The CRM114 language is explained in detail in the b@RM114 Revealedvhich is

freely available from the CRM114 homepage hosted at SourcelForge[35].
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5.2 CRM114 Discriminator and the Text Retrieval Confer-

ence (TREC) 2005

The Text Retrieval Conference (TREC)[116] is organized every year by the Information
Technology Laboratory’s (ITL), of National Institute of Standards and Technology (NIST),
the Retrieval Group of the Information Access Division (IAD), and the Advanced Research
and Development Activity (ARDA) of the U.S. Department of Defense. Professor Gordon
Cormack is organizing the SPAM Track for TREC 2005[109]. The objective of the SPAM
Track is to provide a standard evaluation of the current spam-filtering approaches. Results of
SPAM Track will be available in November 2005.

The CRM114 Team for TREC (Fidelis Assis, Christian Siefkes, William S. Yerazunis
and Shalendra Chhabra) have submitted the following four versions of CRM114 to the SPAM
Track, TREC 2005. The algorithms implemented in these filters and the configuration set up

are explained in detail in Chapi{gr 7 and Chapter 8.

1. crmSPAM1osf: CRM114 Orthogonal Sparse Bigram (OSB) Filter
The OSB Filteris a typical Bayesian classifier implementing Fidelis Assis’s Orthogo-
nal Sparse Bigrams (OSB) [105], a feature extraction technique derived from Sparse

Binary Polynomial Hashing (SBPH)[127].

This filter does not use any pre-trained information and the messages are not prepro-

cessed in any way, not even mimedecoded.
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2. crmSPAM2win: CRM114 OSBF Filter
The OSBF Filteris a typical Bayesian classifier implementing the Orthogonal Sparse
Bigrams (OSB) as the feature extraction technique at its front-end and an intuitively
derived confidence factor, also knownadoq for noise reduction and greater accu-

racy.

This configuration does not use any pre-trained information and the messages are not

preprocessed in any way, not even mimedecoded.

3. crmSPAM3osu: CRM114 OSB Unique Filter
The OSB Uniquas a typical Bayesian classifier implementing the Orthogonal Sparse
Bigrams (OSB) feature extraction technique with the restriction that features are con-

sidered only once irrespective of their occurrence in a document.

This configuration does not use any pre-trained information and the messages are not

preprocessed in any way, not even mimedecoded.

4. crmSPAM40SB: CRM114 Winnow Filter
This filter variation combines the Orthogonal Sparse Bigrams (OSB) feature combina-
tion technique with the Winnow algorithm[71] developed by Nick Littlestone. More
details on this are available in Chapfér 8. This classifier also does not use any pre-
trained information and messages are not preprocessed in any way, not even mimede-

coded.
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5.3 Implementing CRM114 at Mailservers

We will now describe different configuration modes for implementing CRM114 at mailservers.
In Section [5.4 we describe a generalized configuration mode for implementing CRM114,
which is currently being tested at a medium-sized organization. This is illustrated in Figure
5.J. We are also aware of a large ISP company using CRM114 for filtering more than one
million web based email accounts. We present the CRM114 configuration mode for such

huge set of email users in Sectipn |5.5.

5.4 A Generalized Configuration Mode for Implementing

CRM114 at Mailservers

A generalized configuration mode for implementing CRM114 at mailservers is illustrated in
Figure[5.1.

1. Lookups by the Recipient MTA
Upon receiving SMTP connections from Sender/Forwarding MTA, the recipient MTA
first performs DNS-based lookups. For example, it matches the IP address of the sender
against a Real-time Blackhole List such as the one provided by the Spamhaus. It
can also implement authentication mechanisms using SPF (i.e. it will validate the IP
address of the connecting client machine obtained during the TCP/IP setup and also

specified in the MAIL FROM command against the SPF record for that domain).
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2. MTA Calls MDA
Depending upon the local policies, the mail can then be rejected or allowed to pass
through. The MTA then calls the MDgex: Procmail, Maildropwhich is the program

responsible for delivering incoming mail to the recipients inbox.

3. MDA Calls a Series of Filters: sanitizer, clamd, CRM114
A MDA like Procmailexecutes a series of filtering actions in a sequential fashion. As
illustrated in Figur¢ 5]1, the MDARrocmailfirst calls a filtersanitizerwhich is a tool
for preventing attacks via trojans and worms in attachments.Prbemailthen calls
another filterclam daemorfclamd. Clamdis a tool which scans files against viruses.
Note that these filters are just described as an example setup. The administrators can

choose any number of filters in any order.

The next filter in the pipeline is the CRM114 Discriminator for filtering spam. The
CRM114 classifies the email stream into three fold&sod Spam andUnsure The

MDA Procmailthen delivers these classified emails into respective folders in the users
inbox. As illustrated in Figurg 5.1, a user can access these folders by any of the enabled
standard mail retrieval program such as Internet Message Access Protocol (IMAP)[63],

Post Office Protocol (POR)[97] or via webmail.

4. Feedback Loop with Human Actions
After checking emails in the respective folders, the user can provide feedback by train-

ing the system about misclassified messages. This is shown in the oval displaying
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Human Actionin Figure[5.1. Thus, through human intervention, the system is trained
aboutgood mail misclassified as spaspam misclassified as good mapam in un-
sure folderandgood mail in unsure folderA Cron Daemorcan be programmed to
train the learning acquired in the feedback loop to to the CRM statistics filgsawh,

ham and whitelistedenders. Ham emails which were misclassified as spam are deliv-

ered back in the GOOD folder througtrocmail

The CRM statistics files do not store the actual text but rather uses a hashed representa-
tion. The hashing references speeds up access per feature (typically under 1 microsec-
ond per feature) and provides a modicum of actual security against snooping attacks

since the text is not stored.

. Whitelisting through Outbound Mail
Also, all outbound email to recipients sent from the senders inside the domain are
added to thevhitelist and the features in their content are trained in the CRM sparse

spectra files for whitelisted senders.
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Figure 5.1: A generalized configuration mode for implementing CRM114 at mailservers.
Figure drawn in collaboration with Ronald Johnson and William S. Yerazunis from Mit-

subishi Electric Research Laboratories (MERL), Cambridge, MA.
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5.5 CRM114 Configuration Mode for Large Scale Enter-

prises

We are aware of a large webmail ISP company using CRM114 for more than one million
email accounts of its users for filtering out spam. We now present CRM114 configuration

mode for such large scale enterprises. This is illustrated in Higufe 5.2.

1. Look Ups by the Recipient MTA
Upon receiving SMTP connections from sender/forwarding MTA, the recipient MTA
first performs DNS-based lookups. For example, it matches IP address of the sender
against a Real-time Blackhole List (RBL) such as the one provided by the Spamhaus.
It can also implement authentication mechanisms using SPF (i.e. it will validate the
IP address of the connecting client machine obtained during the TCP/IP setup and also

specified in the MAIL FROM command against the SPF record for that domain).

2. MTA Calls MDA
Depending upon the local policies, the mail can then be rejected or allowed to pass
through. The MTA then calls the MDAexample: Procmail, Maildrop)which is the

program responsible for delivering incoming mail to the recipient’s inbox.
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3. MDA Calls the CRM114 Spam Filter
A MDA like Maildrop executes a series of filtering actions in a sequential fashion.
The next filter in the pipeline is CRM114 Discriminator. A precise description of the

working stages of CRM114 spam filter follows:

(a) CRM114 Matches Sender against Whitelist and Blacklist
CRM114 matches all incoming emails against a usghgelistandblacklist If
the sender isvhitelisted CRM114 stops the evaluation and the email is delivered
to the good mail spool. Usually the address book of the users is mirrored as the
whitelist Similarly, if the sender iblacklisted the email is delivered to the spam

mail spool.

(b) CRM114 Computes the Class
As illustrated in Figurg 5]2, after testing the sender againsttiielistandblack-
list, the CRM114 Discriminatofset with a conservative decision poinging its
database, classifies the email stream into GOOD and SPAM. Emails are then de-

livered to the good mail spool and the spam mail spool, respectively.
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4. Training by the Systems Staff
A group oftrusted peopléom the entire users set forms the training staff. The training
staff is around 20 people from the systems staff of the company implementing CRM114
in this configuration mode. The systems staff is shown by the white oval in Figure 5.2.
This set of trusted people use and train the global database of spam and good mail as
if they were training their own local database. The result is a global database, shared
by all users but trained for a broader audience. Care is taken while training, and all

training sessions are logged.

This particular configuration of CRM114 has shown remarkable accuracy in filtering

spam in practice.
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Figure 5.2: CRM114 configuration mode for filtering more than one million client email

accounts used by a large ISP. Figure drawn in collaboration with Ronald Johnson, William S.
Yerazunis from Mitsubishi Electric Research Laboratories (MERL), and Fidelis Assis from

Embratel.
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Chapter 6

The CAMRAM System

6.1 Introduction

CAMRAM]I23] is an acronym for Campaign for Real Mail. Invented by Eric S. Johansson
in 2002, it is a real-world system implementing thgbrid sender-paysnodel for email.
A naive sender-paysystem sends a stamp to everyone all the time whilgkaid sender-
payssystem sends stamps to a sender the user has never emailed. This differemegweith
sender-paysystem minimizes the work load on the ordinary user and increases the difference
in workload between ordinary user and spammer.

CAMRAM is based on Adam Back’s Hashcash[11], which we explained in detail in

Chaptef B.
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6.2 Architecture of the CAMRAM System

The CAMRAM system consists primarily of three major subsystems—two filter chains, one
for outbound messages and one for inbound messages, and a user interface. The outbound
filter chain is shown in Figure 6.2, and the inbound filter chain is shown in Fjguye 6.1. The
CAMRAM user interface is shown in Figufe 6.3. The CAMRAM system hakimpster
folder for all spam and apamtrapfolder for unsure mails.

Inbound messages go through a series of filtestamp filter, keyword filter, friends list
filter and content filte—to determine the class of the message (i.e. to determine if it is a
good message or spam). Outbound messages are subjectedtemtiper filtey and a stamp
based on Hashcash|11] is generated for any message recipient not on the friends list; these
addresses are fed into the friends database so that any replies are not subjected to the content
filter.

The CAMRAM system is currently usable with Postfix MTA only because of the Postfix

filter interfaces.

6.3 CAMRAM Inbound Filter

The CAMRAM inbound filtering chain consists of two filter stages, each with a series of
filters. The first stage is designed to prevent the entry of spam into the mail system. The
second stage is designed to eliminate spam from the message stream once it’s in the mail

system. These filter stages are described below.
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1. First Stage CAMRAM Filters

For the inbound filter chain one instance of the Postfix SMTP seswpd.lis con-

nected to the first stage CAMRAM filters. First stage CAMRAM filters consists of two

filters, abrown listingfilter and aper address rate limitingjlter.

(@)

(b)

Brown Listing Filter

The brown listing component of CAMRAM system provides an escape mecha-
nism for inappropriately blacklisted senders. Brown listing is a slight modifica-
tion of the blacklist. Any message coming from a blacklisted address is blocked
unless the message contains a large stamp. A large stamp is defined as three bits
larger than the baseline stamp (i.e. it takes eight times longer to compute). The
computational load imposed by such a stamp is only practical if an individual is

trying to get through to correct a blacklist problem.

Per Address Rate Limiting Filter

The per address rate limiting filter is implemented for protecting mailservers and
specific addresses on these servers against Denial of Service (DoS) attacks. If
the arrival rate for a given address is above a threshold, only messages for that
address are rejected with a 4xx SMTP error code. For example, a per address rate
limiter message error message will look like this:

421 mailbox temporarily disabled, not accepting messages

The sending MTA in this case should re-queue the message and try again later.

136



2. Message is Queued for Subsequent Filtering
After the message passes through these two filters, the source IP address is placed in
the message and is then returned to the Postfix SMTP server for further processing,
subsequent filtering, and delivery. Recording source IP with messages is useful for

constructing a local blacklist if the message is confirmed as a spam message.

3. Post Queuing Filtering
The CAMRAM post queue filtering consists of four filters4ashcash stamp filter
friends list filter, header keyword filteand CRM114 filter The filtering chain termi-
nates as soon as the message is determined as good or is processed by the CRM114
filter. As soon as a message is determined good, it is passed to the Postfix SMTP server
for further processing (i.e. local delivery, or relaying the message to another machine

for local delivery).

(a) Hashcash Stamp Filter
This filter tests for the existence of the stamp. If the stamp is present, it then
checks if the stamp is of “sufficient value.” Any electronic currency needs protec-
tion againsparallel andserial double spending. The Hashcadbuble spending
databaseprotects against serial double spending (i.e. detecting the same stamp
arriving twice). Using an email address in the resources field protects against par-
allel double spending. If the email address in the resources field does not match

the recipient’s email address, the stamp is considered invalid.
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(b) Friends List Filter
If the sender is in the friends list, the message is passed. The friends list is up-
dated automatically from outbound traffic and the messages approved from the
spamtrap. This feature can also be used to train the content filter. Every message
that passes the friends list filter is considered good. If this message, when passed
to the content filter, is classified as a bad message, the content filter can be trained

with known good messages.

(c) Header Keyword Filter
This filter matches strings associated with a particular header. This is very useful

for passing mailing lists through the inbox or for whitelisting senders.

(d) CRM114 Filter
The CRM114 filter is the last filter in the series. It scores the message and then
separates it into three bands—qgreen, yellow, and red. Green is automatically
passed into the user’s inbox, red is passed into a dumpster, and yellow is passed

into a spamtrap.
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Figure 6.1: CAMRAM inbound filter. Note that the inbound filter chain is composed of
first stage CAMRAM filters and four filters-Hashcash stamp filter, friends list filter, header
keyword filter and CRM114 filter
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6.4 CAMRAM Outbound Filter

We will now explain the CAMRAM outbound filtering chain in detail.

1. The CAMRAM Queue
At the second CAMRAM filter system interface, there is another instance of Postfix
SMTP serversmtpdrunning with a filter connected to the post-queuing stage of the
processing. As shown in Figufe B.2, messages are taken from the Postfix queue and
placed in the CAMRAM queue. A second queue is heeded because the stamp process-
ing can take a significant amount of time and this might exceed the filter timeout value

of the Postfix.

2. Splitter Filter
After the message is removed from the queue, it is then split into individual messages

which are then passed to the Stamper filter.

3. Stamper Filter
Each message is then stamped and delivered. The stamper filter also records the recip-
ient email address in the friends database so that all replies are directly delivered to the

sender.
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Figure 6.2: CAMRAM outbound filter.
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6.5 CAMRAM User Interface

We will now describe the CAMRAM user interface. At the time of this writing, there are two

primary user interface channels for CAMRAM, the web and the Mail User Agent (MUA).

1. The Web Interface to CRM114
The web interface has six functionalitiesert messages, recover, preferences, edit

whitelists (keyword and friendsandlogout

(a) Correct.cqi
Sort messages functionality is shown as correct.cgi in Figuie 6.3. This is the
interface for designating messages in the spamtrap as good or bad. Each message
in the user interface is color-coded (red/green/yellow), has a visible score, and
has a checkbox so that the user can change the color state. If the message state is

inconsistent with the score, CRM114 will retrain with the correct state.

The correct.cgi interface also shows the thresholds between green, yellow, and
red. During initial system set-up, the threshold limits for green and red are +/-
350. During training, these thresholds are moved together and stop moving when

they are +/-10 points apart.

(b) Recover.cgi
Recover.cgiis the interface for recovering messages from the dumpster. Normally
a message placed in the dumpster is considered as spam, and the message expires
after five days. However, if the content filter misclassifies a good message as
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spam and moves the message to the dumpster (false positive), a recovery process

can be used to recover the message.

2. The MUA Interface to CAMRAM
At the time of this writing, the MUA interface to the CAMRAM remains primitive. A
message can be dropped into a specified mailbox such as the junk folder. The contents
of the mailbox are then harvested and trained as spam using the CRM114 filter, and

then thrown into the dumpster. The MUA feedback mechanism works only with IMAP.

6.6 Snapshots of CAMRAM Interfaces

Snapshots of the CAMRAM interfaces are shown in Fiduré 6.4, Fiduré 6.5, Higyre 6.6,

Figure[ 6.7, Figurg 6|8, Figufe 6.9, Figlire 6.10 and Figure|6.11.
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Figure 6.4: CAMRAM user interface displaying configuration settings.
Johansson, CAMRAM.
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Figure 6.6: CAMRAM user interface displaying a mechanism for adding keywords present
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Figure 6.7: CAMRAM user interface displaying the sorting mechanism - 1. Source: Eric S.
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Figure 6.8: CAMRAM user interface displaying the sorting mechanism - 2. Source: Eric S.
Johansson, CAMRAM.
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Done:

Figure 6.9: CAMRAM user interface displaying the recovery mechanism - 1. Source: Eric

S. Johansson, CAMRAM.
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If you think you might have declared a good message as spam, you can recaver the message here and sort it properly. This action trains Camram to do a better job in future at distinguishing good
mal from spam.
Use the Search form to locate the mis-declared message by specifying a few characters or a word in its To:, From:, or Subject: fields. Searching is cass-insensitive.
Cr, use the Browse form to display as many recent messages as you choose, beginning at a given offset from the mast recent.
Check the message(s) you want to returm to the spamtrap, and when you are done press Recover.
W3¢ "70M1|_ CAMRAM
>
< >
Dane:

Figure 6.10: CAMRAM user interface displaying the recovery mechanism - 2. Source: Eric
S. Johansson, CAMRAM.

* Key to History:

I Scored as good; user concurred; delivered to inbox
D scored as spam; user declared good; delivered 1o inbox
@D Scored as good; user declared spam

D Scored as spam; user concurred
-

Scored below Red Limit and auto-dumped

Figure 6.11: CAMRAM user interface - key to history. Source: Eric S. Johansson, CAM-
RAM.
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Chapter 7

Spam Filtering Using a Markov Random

Field Model

7.1 Introduction

Spam filtering problem can be seen as a particular instance of the Text Categorization prob-
lem (TC), in which only two classes are possildpamandlegitimate emaibr ham Today,

most of the spam filters implemented at the client side or at the ISP Level are Bayesian Style
Spam Filters (with some heuristics) [53][54] violating the basic assumption of the Bayes rule
(i.e. they treat words independent of each other). In this chapter, we present spam filtering
based on the Markov Random Field Model with different weighting schemes of feature vec-
tors for variable neighborhood of words. We present theoretical justification for our approach

and conclude with results.

152



7.2 Related Work

Spam filtering has been treated as a particular instance of Text Categorization (TC). Much
work has already been reported on spam filtering using the traditional classification and sta-
tistical techniques such as an application of learning algorithm RIPPER for classification
based on TF-IDF weighting (Term Frequengyinverse Document Frequendy)[32]; Na
Bayesian approach[100]; Support Vector Machines in comparison to boosting of C4.5 trees,
RIPPER and Rocchiol[44] etc. Recently Sparse Binary Polynomial Hash (SBPH) filtering
technique, a generalization of the Bayesian method[127] and Markovian discrimination[128]
have also been reported.

The classifier model in_[128] uses empirically derived ad-hoc superincreasing weights.
We develop more on [128], correlate it with Markovian Random Field Model, choose variable
neighborhood windows for features using Hammersley-Clifford theorem [57] and present
different weighting schemas for the corresponding neighborhood window. We implement
our scheme in CRM114 filter [35]. Our results reflect the effect of neighborhood relationship
among features and provide evidence that such a model is superior than existing Bayesian

models used for spam filtering.

7.3 Markov Random Fields

LetF = {F;, Fy ..., F,} beafamily of random variables defined on the discrete set of sites

S, in which each random variable takes a valug; in the discrete label s&t. The familyF
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is called a random field. The notatidfy = f; denotes the event that takes the valug; and

the notation(F}, = fi,..., F,, = f») denotes the joint event. A joint event is abbreviated
askF =fwheref = {fi,... f,} is aconfigurationof F, corresponding to a realization of

the field. For the label sdt, the probability that random variablg; takes the valug;

is denoted byP(F; = f;), and abbreviated aB(f;) and the joint probability is denoted by
P(F =f)=P(F; =f,...F, = fn) but abbreviated aB(f). A site in the context of spam
classification refers to the relative position of the word in a sequence and a label maps to
word values.F is said to be a Markov random field @with respect to a neighborhood

systemN if and only if the following two conditions hold:

1. P(f)>0,VfeF (positivity)

2. P(filfs—riy) = P(fil ') (Markovianity)

whereS — {i} is the set differencefs_;; denotes the set of labels at the siteSin {i} and

fn, = {f]i" € N;} stands for the set of labels at the sites neighboring i. When the positivity
condition is satisfied, the joint probability of any random field is uniquely determined by
its local conditional probabilities [18]. The Markovianity depicts the local characteristics of
F. Only neighboring labels have direct interactions with each other. It is always possible to
select sufficiently larg&; so that the Markovianity holds. The largest neighborhood consists

of all other sites. AnyF is a MRF with respect to such a neighborhood system.
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7.4 Markov Random Field Model and CRM114

We have implemented our scheme in CRM114 Filter. Like other binary document classi-
fiers, the CRM114 filter associates a binary class v&lue {spam,nonspam} with any
given documentv = (wy,...,w,). As a word context sensitive classifier CRM114 does
not treat the input document as a bag of independent words, but rather considers all re-
lations between neighboring words to matter, for neighborhoods with variable window size
(for example: up to 3, 4, 5, 6 words etc.).

We now derive a possible MRF model based on this neighborhood structure, thereby
casting the classification problem as a partial Bayesian inference problem.

Our MRF model consists of a probability measiteefined on a set of configuratiofis
The elements) € () represent all possible documents of interest, withitttecomponen;
representing thé-th word or token. A random class functighis defined ovef?, C' : Q —
{spam,nonspam}, such that” indicates the class of the document, and whose law is given
by P.

In this framework, the document classification problem can be treated as the problem of
computing the probability?(C'(w) = spam|w), or more precisely for MAP estimation (i.e.

maximum a posteriori). The optimal classis chosen as:

s* = arg max, g P(C(w) = s|w).

155



Let us define &-neighborhood consisting @f consecutive token positions in a document.
The cliques are defined to be all possible subsets of a neighborhood.

Thus ifw = (wy,...,w,) is a document, then the fir8tneighborhood i1, 2, 3}, and
the associated cliques afe}, {2}, {3}, {1, 2}, {1,3}, {2, 3}.

We assume that the measufeis an exponential form Markov Random Field condi-
tioned onC'(w). This postulate is natural in view of the characterization by Hammersley and
Clifford [57], in terms of conditional distributions on cliques. The functional formFofs

therefore fixed as follows:

Pw|C(w) =s)= 2" exp(Z V2 (w;) + Z%;(Wi,Wj)_F

whereZ; is the appropriate normalizing constant which guaranteesthaf (w|C(w)) = 1
when summed over all possible document8y the Hammersley and Clifford [57] charac-
terization of MRFs, the functiong are nonzero if and only if the indices form a clique.

We can identify the conditional MRF with a specific CRM114 instance by assigning the

requiredV” functions from the local probability formulas. For example,
1Og ‘/;j (wiv Ld]> - HU(LU, S),

wherell;;(w,s) = (local probability for (w;,w,), givenC(w) = s). II;;(w,s) cannot be
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interpreted directly as conditional probabilities, however an easy product form solution is

obtained i.e.

Pw|Cw)=s)=2" [] Helw,s)

cliques ¢

which is quite different from a Nae Bayesian model. In the special case of neighborhoods
with & = 1, this reduces to a Nee Bayesian model.
With this solution, Bayes’ rule can be applied to obtain the class probability, given a

document:

w|C(w)

s)P(s)
P(w '

P(C(w) = s|lw) = il

~—

In the Bayesian framework, the two unknowns on the right’&re (the prior) andP(w).
Normally, P(w) is ignored, since it does not influence the MAP estimate, but it can also be

expanded in the form:

P(w):ZS_pim H I, (w, spam) P(s)+

cliques ¢

Z1 H 1. (w, nonspam)(1 — P(spam))

nonspam

cliques ¢

The Z~! terms are the factors necessary to compensate for the inter-word dependence that a
Naive Bayesian Model normally ignores. Whi! terms cannot be computed exactly, a
lower bound based on the neighborhood structure of the clique can be set and a possible value
can be approximated. However, this approximate Markov Random Eieldbound merely

guarantees the ability of the learning system to compensate for the inter-word dependence.
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7.5 Features Vectors in the Chosen Neighborhood

We now present a few possible approximations and boundgdrsuch that the learning
algorithms can compensate for inter-word dependence. This is done by re-defining the learn-
able features to be both single tokens and groupings of sequential tokens, and by varying the
length of the grouping window. By forcing the shorter groupings of sequential tokens to have
smallerZ—! weightings, the inter-word dependence of natural language can be compensated.
The larger groupings have greater clique potentials and the smaller groupings have smaller
clique potentials. A secondary effect which is present is that ifZhé weights are super-
increasing, then the classifier becomes a nonlinear classifier and is not bound by the limits
of the Perceptron theorem. This superincreasing classifier can cut the feature hyperspace
along a curved (and possibly disconnected) surface, in contrast to a linear Bayesian classifier
that is limited to a flat hyperplang[80]. We now propose sdfmé weighting schemes with
superincreasing weights.

Let n-sequenceéenote a feature containimgsequential nonzero tokens, not separated by
placeholdersn-termdenotes a feature containimgnonzero tokens, ignoring placeholders;
e.g. “A B C” would be a 3-sequence and a 3-term, “A B ? D” would be a 3-term, but not a
sequence.

For eachn-sequence, there aféum(n) = 2" — 2 subterms (2" because the “empty

feature’—only placeholders, no nonzero token—anditsequence are ignored).
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The number of subterms withtokens is given by the binomial coefficiel¥:um(n, k) =
(Z) for0 < k < n. (Fork = 0 andk = n this also holds and yields the empty feature resp.

then-sequence itselff})

() =1
The weightiV (n) of an-sequence should be larger then the weight of all subterms consid-
ered for this sequence. Thus(n) must be greater than the sum of the numbér-etibterms

Num(n, k) times the weight of-termsiV (k), for 0 < k£ < n. This is guaranteed if:

W (n) > ni ((Z) x W(k)) (7.1)

Minimum Weighting Sequences: The minimum weighting scheme for a superincreasing

set of Z~! weights, can be evaluated as:

W(n) = nz_l ((Z) x W(k;)) +1 (7.2)

k=1
The resulting (considering thég) = ”—!)!) weighing sequences are shown in Ta-

k!X (n—k

ble[7.].

Sequence

1
1,3
1,3,13
1,3,13,75
, 3,13, 75,541
13, 75, 541, 4684

OO WN K S5

1
1,3,

A=

Table 7.1: Minimum weighting sequences.
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Exponential Weighting Sequences: Assuming a constant uncertainty and thus constant
incremental information content per sequential token in the input text, an exponentially in-
creasingZ ! weighting model results. Unfortunately, for any particular fixed base, this
exponential model is only superincreasing (in the sense described above) for a limited win-
dow length, and thus fails for longer window lengths. For any given window length, the

exponential weightingV (k) = base*~! can be evaluated as:

n—1
base" ' > Z ((Z) X basek_1> (7.3)
k=1

Adding base"~! on both sides (considering th@t) = 1); multiplying both sides with

baseand adding 1 yields (considering thd) = 1 andz” = 1):

2 X base™ +1 > Z ((Z) X basek> (7.4)

k=0

Applying the Binomial Theorem (a + b)" = Y7 ((")a""'b") and settinge = 1,

b = base we get:
2 x base™ + 1 > (base + 1)" (7.5)

Forbase = 2 this postulate only holds for up to = 1; for base = 3 andbase = 4 up to
n = 2; for base = 5 up ton = 3; for base = 6 up ton = 4, for base = 7 up ton = 5; for

base = 8 up ton = 6.
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The resulting exponential weighting schemas are shown in Talile 7.2.

Sequence

1
1,3
1,5,25
1, 6, 36, 216
1, 7,49, 343, 2401
1, 8,64, 512, 4096, 32763

O U WDNF S

Table 7.2: Exponential weighting sequences.

7.6 Training and Prediction using CRM114

7.6.1 Testing Procedure

In order to test our multiple hypothesis, a standardized spam/nonspam test set from SpamAs-
sassin[[110] was used. This test set is extraordinarily difficult to classify, even for humans.

It consists of 1397 spam messages, 250 hard nonspams, and 2500 easy nonspams, for a total
of 4147 messages. These 4147 messages were then shuffled into ten different standard se-
quences.

A full test set for TOE (Train Only Errors) was performed with all memory in the learning
system initialized to zero. The learning system was then presented with each member of a
standard sequence, in the order specified for that standard sequence, required to classify the
message. If the classification was incorrect, the learning system under test was trained on
the message in the correct category. The training system then moved on to the next message
in the standard sequence. The first 414B00= 3647 messages formed the “training set”,
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and the final 500 messages of each standard sequence formed the “testing set” used for final
accuracy evaluation. At no time a system ever had the opportunity to learn on a “testing set”
message before final accuracy evaluation; however systems were permitted to train on errors
made in the final 500 “testing” messages. The final score was the total number of incorrect
classifications made by each classifier in the 50D0 = 5000 testing messages.

This process of zeroing memory, training 3647 “training set” messages, then testing with
the remaining 500 previously unseen “testing set” messages was repeated for each of the ten
standard sequences. Each set of ten standard sequences (41470 messages) with TOE learning

required approximately 2.5 hours of processor time on a TransMeta 933 MHz laptop.

7.6.2 Models Tested

Four differentZ ! weighting methodologies for differential evaluation of increasingly long
matches were tested. These models correspond to increasingly accurate descriptions of
known situations in the Markov Field Model.

The first model tested was Sparse Binary Polynomial Hashing (SBPH), which uses a con-
stant weighting of 1.0 for all matches, irrespective of the length. With a window length of

1, SBPH is identical to the common Ne Bayesian model without discarding any features

as “too uncommon” or “too ambivalent”. Testing showed that best results occurred when

the maximum window length was five tokens. The second model tested was the Exponential
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Superincreasing Markovian model (ESM), which uses an empirically-derived formula that
yields weights of 1, 4, 16, 64, 256, and 1024 for matches of one, two, three, four, five, and
six words, respectively.

The third model tested was the Minimum Weighting System (MWS) model. This model
uses the minimum weight increase necessary to assure that a single occurrence of a feature
of length N words can override a single occurrence of all of its internal features (that is, all
features of lengths, 2, ..., N — 1). This is a different notion than the superincreasing ESM
model, and produces weights of 1, 3, 13, 75, 541 and 4683 as deduced above. This model
is also the minimum set of weights necessary to produce a weighting capable of exceeding
the Perceptron limitation and the minimum weighting capable of computing an XOR, so any
model exceeding the MWS model is also capable of computing XOR and is not bound by the
Perceptron limit.

The fourth model tested uses a variable base to form an exponential series (ES), with a
base chosen to assure that the values are always above the MWS threshold for any value of
window length used. For our tests, we used a base ef 8§ yielding weights of 1, 8, 64,

512, 4096, and 32768.

A summary of the term weighting length is shown in Tgblg 7.3.

Model Weighing Sequence
SBPH 1,1,1,1,1,1
ESM 1, 4, 16, 64, 256, 1024
MWS 1, 3,13, 75,541, 4683
ES 1, 8, 64,512, 4096, 32768

Table 7.3: A summary of tested models with their weighting sequences.
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Note that ESM is not above the minimum weight of MWS for features of four words or
longer, implying that ESM cannot compute XORs of more than three terms. An example of
the weighting model used for these tests is presented in the[Table 7.4. Here, the phrase “Do
you feel lucky today?” is broken into a series of subfeatures, and the respective weightings
given to those subfeatures in each of SBPH, ESM, MWS, and ES are shown. These weights
are used as multiplicative factors when calculating the local probability of each subfeature
as it is evaluated in an otherwise-conventional Bayesian Chain Rule evaluation. The local

probability of each class in CRM114 is given by

P =05+ (((fexw) — (foxw))/(m* ((frotathits ¥ w) +1n))) (7.6)

wheref. is the number of feature hits in this clag$js the number of feature hits in the other
class, fiorainits 1S the number of the total hits and is the weight. In our implementation,

m = 16 andn = 1. These experimentally determined constants generate probabilities close
enough to 0.5 so as to avoid numerical underflow errors even over thousands of repeated

applications of the Bayesian Chain Rule.
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Sub
Feature Text SBPH | ESM | MWS | ES
0 Do 1 1 1 1
1 Do you 1 4 3 8
2 Do< skip >feel 1 4 3 8
3 Do you feel 1 16 13 64
4 Do< skip >< skip >lucky 1 4 3 8
5 Do you< skip > lucky 1 16 13 64
6 Do < skip > feel lucky 1 16 13 64
7 Do you feel lucky 1 64 75 512
8 Do < skip >< skip >< skip > today?| 1 4 3 8
9 Do you< skip >< skip >today? 1 16 13 64
10 Do < skip > feel < skip >today? 1 16 13 64
11 Do you feel< skip > today? 1 64 75 512
12 Do < skip >< skip > lucky today? 1 4 3 8
13 Do you< skip > lucky today? 1 64 75 512
14 Do < skip > feel lucky today? 1 64 75 512
15 Do you feel lucky today? 1 256 | 541 | 4096

Table 7.4: Example subphrases and relative weights with the models tested.

7.6.3 Test Results

As a matter of convenience, the feature slots available to each of the implementations were
limited to one million features. If feature memory was nearing exhaustion a randomly cho-
sen low-count feature was deleted. All of the variations ran with the same feature elimination
algorithm. The only elements of the software that were varied were the window length pa-
rameter and the term weighting length table. All four models with a window length of 1 are
exactly equivalent to each other and to a pure Bayesian model as postulated by Graham [53].

Each of these advanced models is also more accurate than a pure Bayesian model in every

window length> 1.
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The results are shown in the Taple]7.5 (in errorsjiex10 = 5000 final test messages,

smaller numbers means better performance).

Win 1 2 3 4 5 6
SBPH| 101 72 70 69 66 76
%A || 97.98| 98.56| 98.6 || 98.62| 98.68| 98.48
ESM | 101 77 67 62 56 86
%A || 97.98| 98.46| 98.66| 98.76| 98.88| 98.28
MWS | 101 78 64 62 60 87
%A || 97.98| 98.44| 98.72| 98.76| 98.80| 98.26
ES 101 76 71 84 60 92
%A || 97.98| 98.48| 98.58| 98.32| 98.80| 98.16

Table 7.5: Errors and accuracy (% A) per 5000 test messages with varying window sizes
(Win).

7.6.4 Discussion

From Figure[ 7.]1 it is evident that even though ESM has a theoretical weakness due to co-
efficients less than the MWS for window lengths of four or greater, it has the best accuracy
for all tested configurations. The increased error rates for all systems as the window length
increased from to 6 is not surprising — as at this point the systems exceeds the one-million-
feature slot limit causing seldom-used features to be deleted. Since these seldom-used fea-
tures were actually the high-weighted features, memory reclamation causes considerable in-

crease in the error rate for long window length Markovian Random Field classifiers.
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Ermors

Meig hoo ur hood Window

Figure 7.1: Comparison of errors in the tested models with variable neighborhood windows.

7.7 Conclusion and Future Work

We have derived a generalized form of weighting schemas for the classifiers with super-
increasing weights. The weighting sequences define a set of clique potentials, where the
neighborhood of a single word is given by the words surrounding it. For a neighborhood
window of size 2, “pairwise only dependence” by [18] is reflected.

Determining a generalized optimal window size may be the subject of future work. An
interesting direction of future research is the combination of Sparse Binary Polynomial Hash-
ing (SBPH) feature combination technique with other learning algorithms. Recently we have
obtained significant improvements by combining a closely related feature combination tech-

nique with a variant of the Winnow algorithim [[71] using TIES [120] [105].
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Chapter 8

Combining Winnow and Orthogonal
Sparse Bigrams for Incremental Spam

Filtering

8.1 Introduction

Spam filtering can be viewed as a classic example of a text categorization task with a strong
practical application. While keyword, fingerprint, whitelist/blacklist, and heuristic—based
filters such as SpamAssassin[110] have been successfully deployed, these filters have expe-
rienced a decrease in accuracy as spammers introduce specific countermeasures. The current
best-of-breed anti-spam filters are all probabilistic systems. Most of them are basef/en Na

Bayes as described by Grahanmi[54] and implemented in SpamBayes[111]; others such as the
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CRM114 Discriminator can be modeled by a Markov Random Field[30, 128]. Other ap-
proaches such as Maximum Entropy Modeling][131] lack a property that is important for
spam filtering—they are nahcremental they cannot adapt their classification model in a
single pass over the data.

As a statistical, but non-probabilistic alternative we examine the increméhtadow
algorithm. Our experiments show that Winnow reduces the error rate by more than 75%
compared to Nare Bayes and by more than 50% compared to CRM114.

The feature space considered by most current methods is limited to individual tokens (uni-
grams) or bigrams. Th®parse Binary Polynomial Hashing (SBPtdghnique (cf. Se€. 8.4.1)
introduced by CRM114 is more expressive but imposes a large runtime and memory over-
head. We proposerthogonal sparse bigrams (OSB3 an alternative that retains the expres-
sivity of SBPH, but avoids most of the cost. Experimentally OSB leads to equal or slightly
better filtering than SBPH. We also analyze the preprocessing and tokenization steps and find
that further improvements are possible here.

In the next section we present the Winnow algorithm. The following two sections are
dedicated to feature generation and combination. In Selctipn 8.5 we detail our experimental

results. Finally we discuss related methods and future work.
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8.2 The Winnow Classification Algorithm

The Winnow algorithm introduced by [71] is a statistical, but not a probabilistic algorithm,
i.e. it does not directly calculate probabilities for classes. Instead it calculatesrafor
each clas8.

Winnow keeps am-dimensional weight vectow® = (w{, ws, ... w¢) for each class,
wherewy is the weight of théth feature. The algorithm predicts 1 for a class iff the summed

weights (called the scoKe) surpass a predefined threshéid

Q= iwj > 0.
j=1

Otherwise (2 < 0) the algorithm predicts On < n is the number of active (present) feature
in the instance to classify.

The goal of the algorithm is to learn a linear separator over the feature space that predicts
1 for the true class of each instance and O for all other classes on this instance. The initial
weight of each feature is 1.0. Weights are updated whenever the prediction for a class is
wrong.

If O is predicted instead of 1, the weights of all active features are increased by multiplying
them with apromotion factora, a > 1: w§ « a x w$. If 1 is predicted instead of 0, the

active weights are multiplied with@emotion factos, 0 < 3 < 1: w§ < 8 X wj.

There are ways to convert the scores calculated by Winnow into confidence estimates, but these are not
discussed here since they are not of direct relevance for the purpose of this chapter.
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In text classification, the number of features depends on the length of the text, so it varies
enormously from instance to instance. Thus instead of using a fixed threshold we set the
threshold to the number of features that are active in the given instanée= m. Thus
initial scores are equal tsince the initial weight of each feature is 1.0.

In multi-classification, where an instance can belong to several classes at once, the algo-
rithm would predict all classes whose result is higher than the threshold. But for the task at
hand, there is exactly one correct class for each instance, thus we empioyeaa-takes-all
approach where the class with the highest score is predicted.

This means that there are situations where the algorithm will be trained even though it
did not make a mistake. This happens whenever the scores of both @lassas the same
side of the threshold and the score of the true class is higher than the other one—in this case
the prediction of Winnow will be correct but it will still promote/demote the weights of the
class that was at the wrong side of the threshold.

The complexity of processing an instance depends only on the number of active features
ng., Not on the number of all features. Similar to SNoW|[24], a sparse architecture is
used where features are allocated whenever the need to promote/demote them arises for the
first time. In sparse Winnow, the number of instances required to learn a linear separator (if
exists) depends linearly on the number of relevant featuyemnd only logarithmically on

the number of active features, i.e. it scales witin,. log n,,) (cf. [84, Sec. 2]).

2resp. two or more classes in other tasks involving more than two classes
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Winnow is a non-parametric approach; it does not assume a particular probabilistic model
underlying the training data. Winnow is a linear separator in the Perceptron sense, but by
providing a feature space that itself allows conjunction and disjunction, complex non-linear

features may be recognized by the composite feature-extractor + Winnow system.

8.2.1 Thick Threshold

In our implementation of Winnow, we usetlaick thresholdfor learning (cf. [36, Sec. 4.2]).

A thick thresholdcauses a training instance to be re-trained even if the classification was
correct if the classifier result was near the threshold. Two additional thres#ioldsd 6~

with 6~ < 6 < 6 are defined and each instance whose score falls in the fangg"| is

considered a mistake. In this way, a large margin classifier will be trained.

8.2.2 Feature Pruning

The feature combination methods discussed in Seftign 8.4 generate enormous numbers of
features. To keep the feature space tractable, features are stored in an LRU (Least Recently
Used) cache. The feature store is limited to a configurable number of elements; whenever it

is full, the least recently seen feature is deleted. When a deleted feature is encountered again,

it will be considered as a new feature whose weights are still at their default values.
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8.3 Feature Generation

8.3.1 Preprocessing

In our tests, we did not perform language-specific preprocessing techniques such as word
stemming, stop word removal, or case folding. We did compare three types of email-specific

preprocessing.

e Preprocessing vimimedecodea utility for decoding typical mail encodings (Base64,

Quoted-Printable etc.)

e Preprocessing via Jaakko Hitti's normalizemimd87]. This program converts the
character set to UTF-8, decoding Base64, Quoted-Printable and URL encoding and
adding warn tokens in case of encoding errors. It also appends a copy of HTML/XML
message bodies with most tags removed, decodes HTML entities and limits the size of

attached binary files.

e No preprocessing. Use the raw mail including large blocks of Base64 data in the

encoded form.

Expect for the comparison of these alternatives, all experiments were perfornmed-on

malizemimeoreprocessed mails.
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8.3.2 Tokenization

Tokenization is the first stage in the classification pipeline; it involves breaking the text stream
into tokens (“words”), usually by means of a regular expression. We tested four different

tokenization schemas:

P (Plain): Tokens contain any sequences of printable characters; they are separated by non-

printable characters (whitespace and control characters).

C (CRM114): The current default pattern of CRM114—tokens start with a printable char-
acter; followed by any number of alphanumeric characters + dashes, dots, commas and

colons; optionally concluded by any printable character.

S (Simplified): A modification of the CRM114 pattern that excludes dots, commas and
colons from the middle of the pattern. With this pattern, domain names and mail ad-
dresses will be split at dots, so the classifier can recognize a domain even if subdomains

vary.

X (XML/HTML+header-aware): A modification of theS schema that allows matching
typical XML/HTML marku;ﬂ, mail headers (terminated by “:”), and protocols such as
“http://” in a token. Punctuation marks such as “.” and “,” are not allowed at the end of

tokens, so normal words will be recognized no matter where in a sentence they occur

without being “contaminated” by trailing punctuation.

3Start/end/empty tagsitag> </tag> <br/> ; Doctype declarations:!DOCTYPE processing instruc-
tions: <?xml-stylesheet ; entity + character reference&mdash; ; attributes terminated by “="; attribute
values surrounded by quotes.
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The X schema was used for all tests unless explicitly stated otherwise. The actual tok-
enization schemas are defined as the regular expressions given ifi Table 8.1. These patterns
use Unicode categoriesPp{Z})\p{C}] means everything except whitespace and con-

trol chars;)\p{L} ,\p{M} ,\p{N} represent letters, marks, and digits, respectively.

Name || Regular Expression

[M\p{ZNp{C}]+

[\R{ZNp{CH[-., \p{LAP{MPAP{N}*["\p{ZN\p{C}]?
[M\R{ZNp{CH[-\P{LNP{MPNP{N}I*["\p{ZN\p{C}]?

\R{ZN\p{CHI/M2?#]?[-\p{LAP{MPp{N}*(?:["=]|
125:1%)?

XnOo

Table 8.1: Tokenization patterns.

8.4 Feature Combination

8.4.1 Sparse Binary Polynomial Hashing

Sparse Binary Polynomial Hashir{§BPH) is a feature combination technique introduced by

the CRM114 Discriminator[35][127]. SBPH slides a window of lengtlover the tokenized

text. For each window position, all of the possible in-order combinations of\thekens

are generated; those combinations that contain at least the newest element of the window are
retained. For a window of lengtN, this generate3¥ ! features. Each of these joint features

can be mapped to one of the odd binary numbers ftam2" — 1 where original features

at “1” positions are visible while original features at “0” positions are hidden and marked as

skipped.
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It should be noted that the features generated by SBPH are not linearly independent and
that even a compact representation of the feature stream generated by SBPH may be signifi-

cantly longer than the original text.

8.4.2 Orthogonal Sparse Bigrams

Since the expressivity of SBPH is sufficient for many applications, we now consider if it is
possible to use a smaller feature set and thereby increase speed and decrease memory re-
quirements. For this, we consider only word pairs containing a common word inside the
window, and requiring the newest member of the window to be one of the two words in the
pair. The idea behind this approach is to gain speed by working only witithagonalfea-

ture set inside the window, rather that the prolific and probably redundant features generated
by SBPH.

Instead of all odd numbers, only those with two bits “1” in their binary representations
are used2” + 1, forn = 1to N — 1. With this restriction, onlyV — 1 combinations with
exactly two words are produced. We call th@rthogonal Sparse Bigrams (OSB)sparse”
because most combinations have skipped words; only the first one is a conventional bigram.

With a sequence of five wordsy, . . ., w;, OSB produces four combined features:

w4 wo
w3 <skip> wbH
w2 <skip> <skip> w5

wl <skip> <skip> <skip> wbH
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Because of the reduced number of combined featuves; 1 in OSB versu2 ! in
SBPH, text classification with OSB can be considerably faster than with SBPH. [Taple 8.2

and Tabl¢ 83 show features generated by SBPH and OSB respectively.

| Number | SBPH |
1 (1) today?
3 (1)) lucky today?
5 (101) feel  <skip> today?
7 (112) feel lucky today?
9 (1001) you  <skip> <skip> today?
11 (1011) you  <skip> lucky today?
13 (1101) you feel  <skip> today?
15 (1111) you feel lucky today?

17 (10001)| Do <skip> <skip> <skip> today?
19 (10011)| Do <skip> <skip> Ilucky today?
21 (10101)| Do <skip>  feel  <skip> today?
23 (10111)| Do <skip> feel lucky today?
25 (11001)| Do  you  <skip> <skip> today?
27 (11011)| Do  you  <skip> lucky today?
29 (11101)| Do you feel <skip> today?
31 (11111)| Do you feel lucky today?

Table 8.2: Features generated by SBPH.

Number osB
1 (1)

3 (12) lucky today?
5 (101) feel  <skip> today?
7 (1112)

9 (1001) you  <skip> <skip> today?
11 (1011)
13 (1101)
15 (1111)
17 (10001)| Do <skip> <skip> <skip> today?
19 (10011)
21 (10101)
23 (10111)
25 (11001)
27 (11011)
29 (11101)
31 (11111)

Table 8.3: Features generated by OSB.
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Note that theorthogonal sparse bigranferm an almost complete basis set—by “ORing”
features in the OSB set, any feature in the SBPH feature set can be obtained, except for the
unigram (the single-word feature). However, there is no such redundancy in the OSB feature
set; it is not possible to obtain any OSB feature by adding, ORing, or subtracting any other
pairs of other OSB features; all of the OSB features are unique and not redundant.

Since the first term, unigrams, cannot be obtained by ORing OSB features it seems rea-
sonable to add it as an extra feature. However the experiments reported in Section 8.5.4 show

that adding unigrams do@®t increase accuracy; in fact, it sometimes decreased accuracy.

8.5 Experimental Results

8.5.1 Testing Procedure

In order to test our multiple hypotheses, we used a standardized spam/nonspam test corpus
from SpamAssassin [110]. This test corpus is extraordinarily difficult to classify, even for
humans. It consists of 1397 spam messages, 250 hard nonspams, and 2500 easy nonspams,
for atotal of 4147 messages. These 4147 messages were “shuffled” into ten different standard
sequences; results were averages over these ten runs. We re-used the corpus and the standard
sequences fronm [30, 128].

Each test run begins with initializing all memory in the learning system to zero. Then the
learning system was presented with each member of a standard sequence, in the order speci-

fied for that standard sequence, and required to classify the message. After each classification
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the true class of the message was revealed and the classifier had the possibility to update its
prediction model accordingly prior to classifying the next mes@h‘@ee training system then

moved on to the next message in the standard sequence. The final 500 messages of each stan-
dard sequence were ttest seused for final accuracy evaluation; we also report results on an
extended test set containing the last 1000 messages of each run and on all (4147) messages.

At no time a system ever had the opportunity to learn on a message before predicting the

number of misclassifications

class of this message. For evaluation we calculate@fiog rate £ = —-—-=-= = e == s

occasionally we mention theccuracyA = 1 — E.

This process was repeated for each of the ten standard sequences. Each complete set of
ten standard sequences (41470 messages) required approximately 25—-30 minutes of proces-
sor time on a 1266 MHz Pentium Il for OSBFbThe average number of errors per test run

is given in parenthesis.

8.5.2 Parameter Tuning

We used a slightly different setup for tuning the Winnow parameters since it would have been
unfair to tune the parameters on the test set. The last 500 messages of each run were reserved
as test set for evaluation, while the preceding 1000 messages were usskpment set

for determining the best parameter values. Btekenization was used for the tests in the

section.

“4In actual usage training will not be quite as incremental since mail is read in batches.

SFor SBPH-5 it was about two hours which it not surprising since SBPH-5 generates four times as many
features as OSB-5.
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Best performance was found with Winnow using 1.23 as promotion factor, 0.83 as demo-

tion factor, and a threshold thickness of §9%hese parameter values turned out to be best

for both OSB and SBPH—the results reported in Taplels 8.4 and 8.5 are for OSB.

Promotion | 1.35 1.25
Demotion | 0.8 0.8

1.25
0.83

1.23
0.83

1.2
0.83

11
0.9

Test Set | 0.44% (2.2)  0.36% (1.8)
Devel. Set| 0.52% (5.2) 0.51% (5.1)

0.44% (2.2) 0.32% (1.6) 0.44% (2.2)
0.52% (5.2) 0.49% (4.9) 0.51% (5.1)
All 1.26% (52.4) 1.31% (54.3) 1.33% (55.1) 1.32% (54.7) 1.34% (55.4) 1.50% (69.2)

0.48% (2.4)
0.62% (6.2)

Table 8.4: Promotion and demotion factors.

Threshold thickness.| 0% 5% 10%
Test Set 0.68% (3.4) 0.32% (1.6) 0.44% (2.2)
Development Set || 0.88% (8.8) 0.49% (4.9) 0.56% (5.6)
All 1.77% (73.5) 1.32% (54.7) 1.38% (57.1)

Table 8.5: Threshold Thickness

8.5.3 Feature Store Size and Comparison With SBPH

Table[8.6 compares orthogonal sparse bigrams and SBPH for different sizes of the feature

store. OSB reached best results with 600,000 features (with an error rate of 0.32%), while

SBPH peaked at 1,600,000 features (with a slightly higher error rate of 0.36%). Further

increasing the number of features permitted in the store negatively affects accuracy. This

indicates that the LRU pruning mechanism is efficient at discarding irrelevant features that

are mostly noise.

8In either direction, i.ed— = 0.950, H+ = 1.056.
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OSB
Store Size| 400000 500000 600000 700000 800000
Last 500 | 0.36% (1.8) 0.38% (1.9) 0.32% (1.6) 0.44% (2.2)  0.44% (2.2)
Last 1000| 0.37% (3.7) 0.37% (3.7) 0.33% (3.3) 0.37%(3.7)  0.37% (3.7)
Al 1.26% (52.3) 1.29% (53.4) 1.24% (51.4) 1.26% (52.2) 1.27% (52.5
SBPH
Store Size| 1400000 1600000 1800000 2097152'] 2400000
Last500 | 0.38% (1.9) 0.36% (1.8) 0.42% (2.1) 0.44% (2.2)  0.42% (2.1
Last 1000| 0.37% (3.7) 0.34% (3.4) 0.38% (3.8) 0.39%(3.9)  0.38% (3.8
Al 1.35% (55.8) 1.28% (53.1) 1.30% (54)  1.30% (54)  1.31% (54.2)

Table 8.6: Comparison of SBPH and OSB with different feature storage sizes.
8.5.4 Unigram Inclusion
The inclusion of individual tokens (unigrams) in addition to orthogonal sparse bigrams does

not generally increase accuracy, as can be seen in[Table 8.7, showing OSB without unigrams

peaking at 0.32% error rate, while adding unigrams pushes the error rate up to 0.38%.

OSB only
600000

OSB + Unigrams

600000 750000
0.38% (1.9) 0.42% (2.1)
0.33% (3.3) 0.36% (3.6)
1.22% (50.6) 1.24% (51.4)

Store Size
Last 500 || 0.32% (1.6)
Last 1000/ 0.33% (3.3)

All 1.24% (51.4)

Table 8.7: Utility of single tokens (Unigrams).

8.5.5 Window Sizes

The results of varying window size as a system parameter are shown in[Tgble 8.8. Again,
we note that the optimal combination for the test set uses a window size of five tokens (our
default setting, yielding a 0.32% error rate), with both shorter and longer windows producing

worse error rates.
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Window Size | Unigrams 2 (Bigrams) 3 4 5 6 7
Store Size | all (ca.55000) 150000 300000 450000 600000 750000 900000
Last500 | 0.46% (2.3) 0.48% (2.4) 0.42% (2.1) 0.44% (2.2)0.32% (1.6) 0.38% (1.9) 0.42% (2.1)
Last 1000 | 0.50% (5) 0.43% (4.3) 0.39% (3.9) 0.40% (4) 0.33% (3.3) 0.38% (3.8) 0.37% (3.7)

All 1.43% (59.2) 1.23% (51.2)  1.24% (51.4)  1.26% (52.2) 1.24% (51.4) 1.28% (53)22% (50.8)
Store Size all (ca.220000) all (ca.500000) 600000 900000 1050000
Last 500 0.48% (2.4)  0.42% (2.1)  0.42% (2.1) 0.40% (2)  0.46% (2.3)
Last 1000 0.43% (4.3)  0.38%(3.8)  0.38% (3.8) 0.38% (3.8)  0.40% (4)

All 1.24% (51.3) 1.22% (50.6) 1.25% (51.8) 1.27% (52.5) 1.25% (51.7)

Table 8.8: Sliding window size.

This “U” curve is not unexpected on an information-theoretic basis. English text has a
typical entropy of around 1-1.5 bits per character and around five characters per word. If
we assume that a text contains mainly letters, digits, and some punctuation symbols, most
characters can be represented in six bits, yielding a word content of 30 bits. Therefore, at
one bit per character, English text becomes uncorrelated at a window length of six words or
longer, and features obtained at these window lengths are not significant.

These results also show that using OSB-5 is significantly better then using only single

tokens (error rate of 0.46%) or conventional bigrams (0.48%).

8.5.6 Preprocessing and Tokenization

Results withnormalizemimeavere generally better than the other two options, reducing the

error rate by up to 25% (TabJe 8.9). Accuracy on raw arithedecodedhails was roughly

comparable.

Preprocessing| none mimedecode| normalizemime
Last 500 0.42% (2.1) | 0.46% (2.3) | 0.32% (1.6)
Last 1000 | 0.37% (3.7) | 0.35% (3.5) | 0.33% (3.3)

All 1.27% (52.5)| 1.26% (52.1)| 1.24% (51.4)

Table 8.9: Preprocessing.
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TheStokenization schema initially learns more slowly (the overall error rate is somewhat

higher) but is finally just as good as theschema (Table 8.10F andC both result in lower

accuracy, even though they initially learn quick.

Schema | X S C P

Last 500 || 0.32% (1.6) || 0.32% (1.6) || 0.44% (2.2) | 0.42% (2.1)

Last 1000|| 0.33% (3.3) || 0.33% (3.3) || 0.39% (3.9) | 0.38% (3.8)
All 1.24% (51.4)| 1.32% (54.7)| 1.28% (52.9)| 1.23% (51.1)

Table 8.10: Tokenization schemas.

8.5.7 Comparison with CRM114 and Nave Bayes

The results for CRM114 and M Bayes on the last 500 mails are the best results reported
in [30]. For a fair comparison, these tests were all run usingthekenization schema on
raw mails without preprocessing. The best repo@&M114weighting model is based on
empirically derived weightings and is a rough approximation of a Markov Random Field.
This model reduces to a Mg Bayes model when the window size is set to 1—the results

for this case are shown in the first column of Table B.11.

CRM114
1.12% (5.6)
2.71% (112.5)

Winnow+OSB
0.48% (2.4)
1.35% (55.8)

Naive Bayes
2.02% (10.1)
3.44% (142.8)

Last 500
All

Table 8.11: Comparison with Mae Bayes and CRM114.
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8.5.8 Speed of Learning

The learning rate for the Winnow classifier combined with the OSB feature generator is
shown in Figure[ 8]1. Note that the rightmost column shows the incremental error rate on
new messages. After having classified 1000 messages, Winnow+OSB achieves error rates

below 1% on new mails.

8.6 Related Work

Winnow has been used for text classification before (e.g. [36]), but not (as far as we know)
for spam filtering and not together with expressive feature combination techniques such as
SBPH or OSB.

Bigrams andh-grams are a classical technique; SBPH has been introduced in [127]. We
propose orthogonal sparse bigrams as a minimalistic alternative to SBPH that is new, to the
best of our knowledge.

An LRU mechanism for feature set pruning has been employed by the first author in
[104]. We suppose that others have done the same since the idea seems to suggest itself; but

currently we are not aware of such usage.
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Mails Error Rate New Error Rate
(Avg. Errors) | (Avg. New Errors)
25 30.80% (7.7) 30.80% (7.7)
50 21.40% (10.7)| 12.00% (3)
100 || 14.00% (14) 6.60% (3.3)
200 9.75% (19.5) 5.50% (5.5)
400 6.38% (25.5) 3.00% (6)
600 4.97% (29.8) 2.15% (4.3)
800 4.09% (32.7) 1.45% (2.9)
1000 3.50% (35) 1.15% (2.3)
1200 3.04% (36.5) 0.75% (1.5)
1600 2.48% (39.7) 0.80% (3.2)
2000 2.12% (42.3) 0.65% (2.6)
2400 1.85% (44.4) 0.53% (2.1)
2800 1.65% (46.2) 0.45% (1.8)
3200 1.51% (48.2) 0.50% (2)
3600 1.38% (49.7) 0.38% (1.5)
4000 1.28% (51.1) 0.35% (1.4)
4147 1.24% (51.4) 0.20% (0.3)
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Figure 8.1: Learning curve for the best setting (Winneyy s3 5% with 1,600,000 features,
OSB-5,X tokenization).
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8.7 Conclusion and Future Work

We have introduce@®rthogonal Sparse Bigrams (OSB3 a new feature combination tech-
nique for text classification that combines a high expressivity with relatively low computa-
tional load. By combining OSB with thé&/innowalgorithm we halved the error rate com-
pared to a state-of-the-art spam filter, while still retaining the properityooémentality By

refining the preprocessing and tokenization steps we were able to further reduce the error rate
by 33%f]

One obvious direction for future work is to apply the combination of Winnow + OSB
to other classification tasks, some of which will involve more than two classes. For such
tasks we are working on an “ultraconservative”|[34] variation of the Winnow algorithm that
according to preliminary results promises to yield better results on problems with three or
more classes.

Currently our Winnow implementation supports only binary features; how often a fea-
ture (sparse bigram) appears in a text is not taken into account. We plan to address this by
introducing astrengthfor each feature (cfl [36, Sec. 4.3]).

Also of interest is the difference in performance between the LRU (least-recently-used)
pruning algorithm used here and the random-discard algorithm used in CRM114 [30]. When
the random-discard algorithm in CRM114 triggered, it almost always resulted in a decrease in
accuracy; here we found that an LRU algorithm could act to provide@aeasen accuracy.

Analysis and determination of the magnitude of this effect will be a concern in future work.

"Our algorithm is freely available as part of théESsystem[[120].

186



Chapter 9

Reputation Systems

9.1 Introduction

The problem of spam is being tackled with a variety of techniques. Recently, the industry
has started focusing on reputation strategies to complement other spam-fighting techniques.
Blacklist and whitelist are common examples of reputation systems in the present-day Inter-
net email system. We expect use of advanced reputation models in this system soon. We will
therefore describe trust and reputation systems that have already been proposed for realms

such as ecommerce, recommendation systems, and peer-to-peer networks[2][3][26].
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9.2 Trust and Reputation

In their paper “A Survey of Trust and Reputation Systems for Online Service Provision”[67],
Jpsang etal. very elegantly present state-of-the-art trust and reputation systems. Definitions
for trust and reputationare different for each of these works. For simplicity, we define
trustas a party’s belief in another party based on its own direct experieremgationis a

party’s belief in another party based on the recommendations received from other parties and

a summary of its behavior from past transactions.

9.2.1 Common Online Reputation Systems

We now describe some common online reputation systems.

1. Web of Trust
Web of trust is a method to establish authenticity of the association between a public
key and a user. This concept is used in Pretty Good Privacy (PGP) [95]. Key-signing
parties are generally arranged to endorse the association between the public-key and a
user. Note that web of trust is in contrast with the Certification Authorities (CA) used

in the Public Key Infrastructure (PKIl), suffering from the problem of scalability.

2. eBay’s Feedback Forum
eBay[47] has a centralized reputation system where feedback for sellers are collected
from buyers after every transaction in the form of ratings (also comments) and a rep-

utation score is returned. The ratings can be positive (1), negative (-1) or neutral (0).
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The reputation score for a particular seller is computed by deducting unique buyers’
total negative ratings from their total positive ratings. These ratings and comments are
visible to any buyer. Based upon such reputation representation, a buyer can decide

beforehand whether to conduct a transaction with any seller or not.

. Slashdot Reputation System

Slashdot[108] is a forum for posting articles and sharing comments. The comments
on Slashdot are moderated. Slashdot’s reputation system consists of two moderation
layers, M1 for moderating postings and M2 for moderating M1 moderators. Each
registereduser of Slashdot maintaing@armawhich can take any of the discrete values
Terrible, Bad, Neutral, Positive, GoaghdExcellent An integer score between -1 to

5 is maintained for each comment. The initial score is 1 but can also be influenced
from the comment provider’s Karma. The purpose of the comment score is to be able

to filter the good comments from the bad[67].

. Certifications in Advogato]4]

Advogato is a community of open-source developers. Members of the Advogato com-
munity certify each other’s skill levels. The reputation system in Advogato reflects the
extent of reliability of member X’s piece of code. A trust metric evaluates the peer
certificates and decides on a trust level for each member. Advogato is attack-resistant

against fake certificatioris[70].
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9.2.2 Reputation Scoring System

A reputation system is very much dependent uponsit@resused to rate the participants
in the system. A good reputation-scoring system, therefore, should have the following

properties[309]:
1. The scoring system should be quite accurate for a long-term performance.

2. The scoring system should have a weight towards current user behavior and should

reflect the opinions of its users.
3. The scoring system should be efficient and convenient for recalculating a score quickly.
4. The scoring system should be robust against attacks.

5. The scoring system should be quite amenable to statistical evaluations; for example, it

should be easy to find outliers.
6. Any scoring system should be easy to verify.

7. The scores generated should realistically imply an attribute that the common users can

understand.
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9.3 Reputation Network Architectures

The network architecture in a reputation system determines the communication flow of the
reputation scores and ratings among its participants. A reputation system can have either a

centralized or a distributed architecture. These network architectures are explained below.

9.3.1 Centralized Architecture

In centralized reputation systems, a central authority (reputation center) is responsible for
collecting ratings from members who conducted transactions with other members of the com-
munity in the past. This reputation center computes a reputation score for every participant
and makes all scores publicly available. The participants can then use these scores so as to
decide whether to conduct transactions with another party or not.
Note that in these kinds of protocols, parties have bidirectional flow of information with

the reputation center to provide ratings about transactions conducted with other members of
the community, and also to inquire about the ratings of other parties. The reputation systems

of eBay and Slashdot are examples of this type.
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9.3.2 Distributed Reputation Systems

In distributed reputation systems, there is no centralized authority responsible for maintaining
reputation scores for the members of the community. Instead, each participant simply saves
its experience (i.e. vote/opinion) about transactions conducted with other parties and provides
this information on request from the inquiring parties.

In our paper “A Protocol for Reputation Management in Super-Peer Networks”[29],
Chhabra etal. we describe one such robust protScpRepbuilt on the top of Gnutella

v0.6[50]. The SupRep protocol is illustrated in Fighre 9.1.

Initiator p UltraPeers U, servents s

Queryisearchstring,minspeed)
p—rtk

QueryHitinum_hits, IP.port,speed Result, servent d i)

—p, (Vs € 0O)
Selecttop list T of offerers
Generate a pair (PK o1y SKpopp)
enerate 4 poll ;:4_* PollRequest{ TPKpq11 )
CdmulativePollReply({ (PK;, IP, port, votes, PKpay, Serventids, sgn) t Kpor )
i—p, (Yug € U)

(@)

Select a random set V' from the elected voters/

X TrueVote(Vates; )
emove suspicious voters fron

P—vj
! TruaVoteReply(response) D iy
If response is negative, discard Vores; y——p, (Ve €V

Based on valid votes select servent s from which b
download files (b

PushVote(serveni_id, IP. port,{ Tru-.-\-'-.wtw.-}p(.\'l‘:I )

p—vy, (Yu; V')

TrueVoteReply response)

()

PushViote(servenidd, (I P, port) ., TrueVote)

repeater r

rueVoteReply( (1P, Pm-fjp,\-w?_ response)

connection D

yj—r, (Yu; € V,WreR
tueVoleReply( (1P, Port)py,, . resppnse) Vi (Fug € V), r €
1
()

Initiator p Servent s

Generale a random string v
I challenge(r)

p—s

} responsel([r|sg, PKs) D

If WPk, b=serventid, ~ {[r]sk, tpx, = download r

Update experiencesepository
(e)

Figure 9.1: SupRep protocol built on the top of Gnutella v0.6. (a) query and poll; (b)-(d)
vote verification; (e) resource download.
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9.4 Reputation Computation Engines

This section describes algorithms that are used in various reputation systems to compute the

final reputation score after ratings and feedback from the participants are obtained.

9.4.1 Summation/Average of Votes

In the eBay reputation system, the final reputation score for a seller is computed by subtract-
ing its total negative ratings from the total positive ratings. The advantage of this model lies
in its simplicity, but one disadvantage is that this model reflects a poor picture of participants’
reputation score. Amazaon[7] and Epinians[48] compute reputation score as the average of all
ratings. Some models in this category compute a weighted average of all the ratings where
the rating weight can be determined by factors such as the reputation of the rater and the age

of the rating, etc.

9.4.2 Bayesian Systems

Bayesian systems take binary votes as input (i.e. positive or negative), and reputation scores
are computed by statistical updating of beta probability density functidnmosteriori(i.e.
the updated) reputation score is computed by combining firéori (i.e. previous) reputation

score with the new rating[67].
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9.4.3 Discrete Trust Models

In their paper “Supporting Trust in Virtual Communities,” Rahman étal.[2] describe an exam-
ple of such a class. Trustworthiness of an agent can be assessed in discrete verbal statements
such as/ery Trustworthy, Trustworthy, UntrustwortapdVery Untrustworthy The request-

ing party can consider the weight of the referring agent before taking its referral into account.

9.4.4 Flow Models

In this kind of system, the reputation score is computed by transitive iteration through loops
or through arbitrarily long chains[67]. Google’s PageRank[93] and EigenTrust[69] are ex-

amples of this category.
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Chapter 10

Conclusion

Spam, phishing and email fraud are very serious problems polluting the Internet at the mo-
ment. Spammers are continuously inventing new tricks and hacks to fool technological so-
lutions. The presence of compromised machifzesnbies)pver the Internet is aggravating

this problem further. The current spam-fighting solutions are far from perfect; for exam-
ple, spam filters will always have the problem of false positives; most of the greylisting
solutions will malfunction if spammers start incorporating mechanisms for SMTP retrying

in their bulk mailing tools; whitelisting will be rendered useless if spammers steal or forge
origination as a whitelisted sender. Computers have been shown to be better than humans at
single-character recognition used in modern-day CAPTCHASs, and a customized CAPTCHA
breaker can be built in a day at a cost of forty dollars. Spammers have already started deploy-
ing email authentication mechanisms such as the Sender Policy Framework (SPF) in order to

prevent email rejection resulting from authentication failures. Authentication protocols that
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incorporate cryptography using SHA1 as the hashing algorithm should pay attention to the
recent collision attacks on SHA1 algoritim[124]. Reputation solutions are currently being
considered, but differences in framework and rating assessment in such solutions will lead to
inconsistency. Poor rating of entire blocks of IP addresses can lead to the rejection of cer-
tain legitimate international mail, which conflicts with the original intention behind Internet
email.

A collaborative effort among industry leaders, governments, and Internet users is required
to destroy the spammers’ business model. We have already explained various tricks spam-
mers use to exploit technological solutions. We presented transcripts recovered during the
arrest of the world’s eighth most prolific spammer Jeremy Jaynes. As evident fraim his
do list, spamming is a multimillion-dollar business with no cost to the sender, and hence it
becomes a very lucrative business for people willing to spam.

We presented various technological and legal initiatives to solve this problem, including
our work on the CRM114 filter. We illustrated and explained CRM114 usage for small-,
medium-, and large-scale enterprises (for filtering up to one million client email accounts).
We presented the internals of a system using CRM114, implementing the concept of In-
ternet postage known as the CAMRAM. We described a unified model of spam filtration
followed by all the spam filters currently available in the market. We also presented the
Markov Random Field model and Nick Littlestone’s Winnow-based machine learning tech-
niques for spam-filtering, which have shown significant improvements in accuracy over the

Naive Bayesian filtering technique. We hightlighted some reputation solutions proposed in
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other realms of computer science for the industry considering a robust and consistent repu-
tation solution for future Internet email. We suggest seeking cooperation from domain regis-

trars, as they have all information for tracking fraudsters who buy and throw away thousands
of domain names in their phishing activities.

Spammers and phishers are tainting the merits of email communication by continuously
abusing the Internet, polluting traffic, cheatingvelnternet users, and destroying produc-
tivity. Winning the war against such entities is a responsibility that rests on this current
generation’s leaders.

Overall, we are very confident that, with an aggressive collaborative effort from the tech-
nical industry, cooperation from governments in legal spheres, and awareness among Internet
users, we can destroy the spammers’ business model in the next couple of years, reducing the

problem of spam to an unfortunate event in the history of the Internet.
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