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Abstract—We presentand verify ROAM, an on-demandrouting
algorithm that maintains multiple loop-free paths to destinations.
Eachrouter maintains entries only for thosedestinationsfor which
data flowsthr oughthe router, which reducesstoragespacerequire-
ments and the amount of bandwidth neededto maintain correct
routing tables. In ROAM, routesare establishedand maintained
on demand using diffusing computations. A router doesnot send
updatesfor active destinations,unlessits distanceto themincreases
beyond a given threshold. ROAM maintains state that informs
routers when a destination is unreachableand prevents routers
from sendingunnecessarysearch packetsattempting to find paths
to an unreachabledestination. ROAM is shown to corvergein a
finite time after an arbitrary sequenceof topological changesand
is shown to be loop-freeat every instant. The time and communi-
cation complexitiesof ROAM are analyzed.

Keywords— On-demand, Loop-Free Routing, Distance vector
routing

. INTRODUCTION

On-demandouting algorithmswereoriginally proposedor mobile
ad-hocnetworks, which areautonomousystemsof mobile hostscon-
nectedby wirelesslinks. Ad-hoc radio networks containingmobile
nodessuffer from a limited amountof bandwidth,andoneway to re-
ducethe amountof bandwidthconsumeds to maintainroutesto only
thosedestinationdor which a routerhasdatatraffic. However, asthe
useof the Internetincreasesye canforeseelnternet-supporteenter
prisesin whichall businessctvities areconductediia thenternet.Fi-
nancialservices securitiesexchangesandemepgengy servicesare ex-
amplesof applicationsthat will requirereliable Internetconnectvity.
In suchsituations,it is not unusualfor organizationgo provide topo-
logical redundang in theform of multiple links with separatgatavay
routersto the Internet. Oneissuewith using multiple egresslinks is
thatmanualconfigurationof internalrouterswould be neededo make
the default route point to one of the gatevay routers. This would re-
quire considerableplanningand monitoring. Runningan on-demand
routing protocolin the routersof the network would allow routersto
dynamicallypick differentgatevay routersfor differentdestinationsn
theInternet. Thiswould provide implicit loadbalancingpecaussome
gatevay routerscan offer betterpathsto certaindestinations. Also,
the routerswould transitionsmoothlyto arny available gatevay router
if the currently usedlink to the Internetfailed. The main adwantage
of on-demandouting over thetable-drizenroutingapproachwould be
thatinternalrouterswould have to maintainroutesonly for the subset
of routesthey areusing. Theflood searchusedby on-demandouting
would only be propagatedip to the edgeof the organizationnetwork.
This mechanisntanbe usedto maintainroutesto both internaldesti-
nationandexternaldestinations.
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All prior work in on-demandouting hasfocusedon wirelessnet-
works and has followed three main approacheso ensuringthat the
routesobtainedare free of long-termloops. All the protocolsusea
flood searchto createroutesto destinationsThe dynamicsourcerout-
ing (DSR) protocol[6] is anexampleof usingcomplete-patlinforma-
tion in thedatapacletsto avoid loops. Thead-hocon-demandlistance
vectorroutingalgorithm(AODV)[10] is anexampleof usingsequence
numbersto avoid long-termloops. In AODV, eachdestinationmain-
tainsa sequencewumberthat it updatesevery time thereis a connec-
tivity changewith its neighbors The Temporally-orderedoutingalgo-
rithm (TORA) [9] is an exampleof usingtime stampsandinternodal
coordinationto avoid looping. TORA usesa link-reversalalgorithm
[2] to maintainloop-freemultipathsthat are createdby a query-reply
processsimilar to theabove two algorithms.

This papelintroducesanew approacho theestablishmerandmain-
tenanceof loop-freerouteson demandin eitherwirelessnetworks or
wired networks. We presentthe ROAM (routing on-demandagyclic
multipath) algorithm, which usesinternodal coordinationalong di-
rectedagyclic subgraphslefinedsolelyontherouters’distanceso des-
tinations. We call the operationsusedto coordinatenodes“diffusing
computations”ROAM extendsthediffusingupdatealgorithm(DUAL)
[3] to provide routingon demand.

We obsere that,with someof todays on-demandoutingprotocols,
whena destinatiorfails or becomesinreachablérom a network com-
ponent,a sourcetrying to obtaina pathto the destinatiorfindsthatits
flood-searclior thedestinatiorfails, but is unableto determinavhether
or notit shouldstartanothefflood searchwhich couldhave failed sim-
ply dueto temporarylink failuresinducedby fadingor nodemobility,
for example. Thereare no inherentmechanismsn theseon-demand
routing protocolsthatwould preventa sourcefrom repeatingts search
in the event that the destinationis not reachablewhich we call the
seaching-to-infinity problem. This problemalsomakesthe (wired or
wireless)network runningan on-demandouting protocolsusceptible
to a uniqueform of attack,wherea maliciousrouter canindefinitely
gueryanetwork for a destinatiorthatdoesnot exist, thuscausingcon-
gestiondueto queries. Consequentlyexternal mechanismsare used
todayin orderto stop sourcesrom sendingunnecessargueries. In
DSRandAODV, routersdo not keepstateaboutthe searchqueriesin
progressandthe applicationaccessinghe on-demandouting service
mustimplementa hold-davn time aftera searckfails; however, justas
it wasthe casein Ciscos IGRP [4], it is difficult to determinean ad-
equatelength of hold-davn time or hov mary timesa sourceshould
persistrequestinga pathto a destinationln addition,eachsourcemust
go throughthe processndependently On the otherhand,in TORA,
routersthathave processed searchguerykeepthestateandthesource
neednot repeatthe searchquery multiple times. This is an adwan-
tageover statelessouting protocolsthatwe furtherimprove in ROAM,
wherea searchqueryin a connecteccomponentesultsin eitherthe
sourcerequestingrouteto adestinatiorobtainingits answetor all the
routersdeterminingthatthe destinatioris unreachableHence ROAM



eliminatesthe needfor application-l&el mechanismso preventexces-
sive flooding of searchei theeventdestinationsarenotreachable.
Section |l describesthe notation usedin this paperto describe
ROAM. Sectionlll describesROAM in detail. SectionlV addresses
loop freedomin ROAM; the completeproof of loop-freedomis not
presentedheredueto spacdimitations. SectionV addresseROAM’ s
compleity and shavs that ROAM achieves the sametype of per
formanceas otheralternatves, while preventingthe search-to-infinity
problem.Finally, SectionVI present®urconclusions.

Il. NETWORK MODEL AND NOTATION

To describeROAM, we model a network as an undirectedgraph
G(V, E). V is the setof routersin the network and E is the setof
links in the network. Eachrouterhasa uniquelD andalink is saidto
exist betweerntwo routersif they canexchangepaclets. Eachlink has
two costsassociatedvith it - onein eitherdirection.

Our descriptionandverificationof ROAM assumeshe existenceof
alink level protocolensuringthat:

« ROAM is notified aboutthe existenceof a new neighboror the loss
of connectiity with a neighborwithin afinite time.

« Link costsarealwayspositive andafailedlink hasinfinite cost.

« All control pacletsaresentreliably andarereceved within a finite
amountof time. If the pacletscannotbe sentaftera specifiedamount
of retries,thenthe link layer marksthe neighboras being dovn and
sendsanindicationto theroutingprotocol. Sincecontrol pacletstravel
only one-hopwe only requiresinglehopreliability.

« All messageandchangesn the costof links andthe additionand
deletionof neighborsareprocessedvithin afinite time.

« Messageganbe transmittedover a link only whenthelink is per
ceivedasbeingup.

Reliable messagdransmissioncan be easily addedinto a routing
protocolfor awired network [8]. In awirelessnetwork, thelogicallink
control [1] necessaryo satisfy the abore assumptiongan be imple-
mentedon top of ary MAC protocoldesignedor wirelesslinks based
on collision avoidance(e.g.,IEEE802.11),TDMA, or ary of thevar
ious dynamicschedulingMAC protocolsproposedecently[12], [7],
[13] without requiringadditionalnetwork-level control paclets.

Thefollowing notationis usedthroughouthis paper:

N: thesetof destinations routerknows about.

N;: the setof routersconnectedhrougha link with routers, i.e., the
setof neighborof routers.

i : thecostof thelink to neighbork; thecostof afailedlink is assumed
to beco.

Dj- (t): the currentdistancemaintainedby routers for destinatiory at
timet.

j-k(t): the distancefrom neighbork to routerj asknown by routers
attimet.

FDj- (t): thefeasibledistanceatrouter: for destinatiory; this distance
is usedto checkif thefeasibility condition(definedin Sectionlll-B) is
satisfied.

RDi(t): the distanceto destinationj usedin messagesentto the
neighborsattime ¢.

DJ*-"(t): thesmallestvalueassignedo Dj- from thetime ¢ becamepas-
siveuptotimet.

SS}: is the setof neighborsof routers that offer loop-freeroutesto
destinationj; ary neighbork whosedistanceasknown by i, Dj-k is
IessenhanthefeasibledistanceFD} belongsto this set.

sj-: the successofor destinationj; this successobffers a loop-free
pathto destinationj andis usedfor datapaclets.

o}: thequeryorigin flag recordshow aroutergetsinto the active state
(furtherexplanationin sectionlll-D).

T;: this timestamps maintainedfor eachdestination.It indicatesthe
lasttime a datapaclet wasseenfor the destination.

STJ?',c (t): this valuecanbe setto active or passie; whensetto active,

it indicatesthatrouteri hassenta queryto neighbork andexpectsit to
returnareply for destinatiory.

1. ROAM
A. Informationstored and exchanged by eac router

Eachrouter maintainsa distancetable a routing table and a link-
costtable The distancetable at router s is a matrix containingfor
eachdestinationj and for eachneighbork of routers, the distance
Dj- » aslastreportedby k& anda reply statusflag STj"k. The routing
table at router ¢ is a column vector containing,for eachdestination
j, the distanceto the destinationD}, the feasibledistanceF D}, the
reporteddistanceRDj- , the successos;'- , the queryorigin flag oj- and
thetimestampl’j. The link-cost table lists the costsof links to each
known adjacenneighbor(i%).

Therearethreetypesof controlpacletsusedby theroutingprotocol:
queries repliesandupdates.A control paclet from routerz to router
k containsthe addresse$ and k£ andthe addresof the destination;
for which a pathis desired. The paclet also containsa field indicat-
ing the reporteddistance(RD}) from routers to destinationj. A flag
uj- indicateswhethera control paclet is an update,a queryor areply
to aquery The distancein a paclet canbe setto ary positive value
includinginfinity.

B. ActiveandPassiveStatesn ROAM

A routeri updatests routing tablefor a destinationj when: (a) it
needsto add an entry for j, (b) it needsto modify its distanceto j
(including settingthat distanceto oo), and (c) it decidesto erasethe
entryfor j.

For agivendestinationarouterthathassentqueriesto all its neigh-
bors andis waiting for repliesfrom at leastone of its neighborsis
saidto be active; otherwise,it is saidto be passve. With respectto
a given destinationj, a router running ROAM canbe in one of the
following threestates:(a) passve knowing or not knowing aboutj’s
existence, (b) active waiting to obtain distanceinformation about j
(while creatingroutes),and(c) active waiting for repliesfrom neigh-
borsabouta known destinationj (while maintainingroutes).A router
i initializes itself in the passie statewith a distanceof zeroto itself
(Di = FD{ = RD} =0, st = 4, T{ =presentime).

To maintainloop-freeroutes,eachroutercanonly pick assuccessor
aneighborthatsatisfieseitherof the two feasibility conditions.To re-
mainpassie andhave aloop-freeroute,arouterneeddo have aneigh-
bor thatis afeasiblesuccesso(fsj-). Thefeasiblesuccessoprovides
the shortestoop-freepathto the destination. The passie feasibility
condition(PFC) is to be satisfiedby arouters successowhenarouter
is passie. Theactive feasibility condition(AFC) comesinto play only
when a router is active, i.e., thereis no longer ary feasiblesucces-
sor. All neighborsn SSj satisfyAFC, whichimpliesthatthey provide
loop-freepaths.However, whena routeris actie, SS} no longercon-
tainsthefeasiblesuccessor
PFC: If attimet routeri needdo changdts successoit canchooseas
its new successoary neighborg € N;(t) for which D}, () + 14 (t) =
Min{D},(t) + IL(t) Yz € Ni(t)} and D}, (t) < FDi(t), where
FDi(t) = D}*(¢).

AFC: If attimet router; becomesctive, thenit cansetits successoto

ary neighborg € N;(t) whereD}, (t) < FD}(t). If thereis no such
router thenthe routermaintainsits earliersuccessountil it becomes
passie again.

Thefeasiblesuccessoplaysakey rolein maintainingloop-freedom,
becausé createsatotal orderingof distanceslongary path[3]. Only
the distancethroughthe feasiblesuccessois reportedin controlmes-
sages. Therefore,we are able to maintain multiple routeswhile in-
troducingno extra lateng or control messageshNeighborroutersthat



satisfyAFC andnot PFCcanbeusedfor forwardingpacletsevenwhile
the routeris active or passie, but their distancesarenot usedin path
calculations.

Considerrig. 1 in which routerj is the destinatiorandroutersa, b
andc areneighborsof router:. Routerb satisfiesPFC andtherefore
is the successonnd feasiblesuccessobf router¢; routera is in the
successoset SS; asit satisfiesAFC. If link (4,b) fails, routera is
marked assuccessoeventhoughrouterc offersa shorterpath. Thisis
donebecauseve know thatonly routera guarantees loop-freepath.
However, because¢he paththrougha is nottheshortespossiblerouter
i becomesactive and starta diffusing computation. The restof this

D2=3

Fig. 1. Successorsm ROAM

sectiondescribeshow diffusing computationsare usedin ROAM to
createmaintain,anddeleteroutesto destination®n demand.

C. CreatingRoutes

Whenaroutergetsa datapaclet for adestinatiorfor whichit hasno
entryin its routingtable,it startsadiffusingseach, whichis adiffusing
computatiororiginatedby a sourceandpropagatedby eachrouterthat
hasno entryfor thedestination.The sourceof this searchcanbeeither
thesourceof thedatapacletor ary intermediateouteronthepathfrom
the sourceto thedestination The diffusing searchpropagatefrom the
sourceout on a hop by hop basis,until it reachesa routerthat hasan
entryfor therequestedestinationin which casetherouterreplieswith
its distanceto it. At the endof the searchthe sourceeitherobtainsa
finite distanceto the destinatioror all the nodesin the sameconnected
componenteterminghatthedestinatioris unreachableDj- =ooand
nodeis passie).

A routerstartingthe diffusing searchaddsthe destinatiorto its rout-
ing table(D} = FD} = RD} = oo, s = null, o} = 1,T} = present
time) anddistancetable(D;'-,c = oo Yk € N;), becomesctive for the
destinatior(ST]?k =actveVk € N;) andsendsaquerytoits neighbors.
Thequeriesusedin adiffusingsearcheportadistanceRD;3 = 0.

A neighbori that receves a query for j and hasno entry for the
destinationaddsthe destinationto its routing table (D} = FD} =
RD} = oo, s5 = null, o} = 3, T} = presenttime) and distance
table (Dj-k = oo Yk € N;), becomesactive for the destination
(ST},c =actve Yk € N;) andforwardsthequeryto its neighbors.

Repliesto a query canresultin making active routerspassie and
thereforeshrinking the diffusing searchandfinally endingit. When
aroutergetsareply from neighbork, it recordsthe reporteddistance
(Dix = RDY) andresetsheactive flag (ST}, =passve).

Repliesare sentby routerswhenary of the following threecondi-
tionsaresatisfied:

1. A routerthat alreadyhasan entry for the destination,infinite or
finite, sendsbacka reply immediatelywith RD} = D}, becausé®FC
is satisfiedalready This conditionalsoholdsfor the destinatiorof the
diffusingcomputation.

2. A routerthatis alreadyactive for thedestinatiorsendsareply back
immediatelywith RD} = D:.

3. A routeri otherthanthe sourceof the diffusing searchthathasre-
ceived repliesfrom all its neighborssendsa reply with RD} = D5.
Before sendingthe reply, 4 setsSTj"k =passie for all k € N; and
setsits feasibledistance reporteddistanceand distanceto the mini-
mumvalueof D% + I}, for all k € V;. The neighborthatoffersthe
minimum valuebecomeghe new successoandfeasiblesuccessorlf

all thereply distancevaluesreceved by a routerareinfinity, thenthe

router sendsa reply with RD; =

query
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Fig. 2. Creatingroutes:Routeri searchesor destinationj

Fig. 2 shaws a diffusing computationwhererouters is searchingfor
a pathto routerj. For simplicity, all link costsareassumedo be 1.
Thefirst entryin the parenthesiss thedistanceto destinationj andthe
secondentryis the feasibledistanceto destinationy. Routersk andj
arethe only oneswho know of router j's existence. The queriesare
denotedby arraws with solid lines. The arrows with dashedines are
therepliesandthe dottedarrowns areupdates Black circlesarerouters
thatareactive andwhite circlesareroutersthatarepassie.

If the sourceroutergetsafinite distanceaftera searchtherecanex-
ist certainareasof the network thatdid not receve repliesconfirming
the existenceof the destination.In Fig. 2, routerm would correspond
to sucharouter Theserouterswould assumehatthey arepartitioned
from the destinatiorbecausehey still have adistanceof infinity to the
destinationTo avoid this condition,weincorporateamechanisncalled
thresholdupdates Theseupdatesresentby arouterwhenits distance
to a certaindestinatiorchangesy morethana definedthresholdA D.
The partsof the network thathave infinite entriesfor a destinatiorthat
is not partitionedeventually changetheir distancego the correctdis-
tance. Routersthat have no entry for the destinationdo not propagate
updates.

D. HandlingLink CostChanges

Link costchangedo arouterk thatis notthefeasiblesuccessojust
involve updatingentriesin the link costtable. Whena link costZ:;

J
to thefeasibl%uccessos§ decreasesputer: justupdateghedistance
andthefeasibledistanceto reflectthenew value F D} = D} = D;si +

2
li; . If |D; — RD}| > AD, RDj is setto the new valueof D; anda
tthesholdedateis broadcastetb all neighbors.

Whenalink costto a feasiblesuccessoincreasesiouter: checksto
seeif ary otherneighborin SS}? still satisfiesPFC andthereforecan
be madethenew feasiblesuccessonf PFCis not satisfied thenrouter
i becomesctive and startsa diffusing computationfor destination;.
Before sendingout queries the router checksif SS} is non-emptyin
which caseit picksaneighborm in SSJ"- asits successorThereported
distanceanddistancearesetto the distancethroughm. Thereforethe
queriescontainthe distancehroughm. However, thefeasibledistance
is not changed.lf SS;? is empty thenthe reporteddistance feasible
distanceand distanceis setto the new distancethroughthe original
successofthe successothatwasthefeasiblesuccessor).



Oncerouters startsa diffusingcomputatiorfor destinatiory, it sets
its flags SCI’;',c to active and sendsqueriesto all its neighbors. STjk
remainsactive until areply from & is receved. Thereforejf ST;'k is set
to active for ary neighbork, thenrouteri doesnot forwardary further
queries thusensuringthatthe queriesarenot forwardedforever. This
mechanisnmalsohelpsseparatelifferentdiffusingcomputationgor the
samedestination.

Whenanactive routergetsrepliesfrom all its neighborsijt picksre-
setsFD} to infinity. It thenpicks the neighborthat satisfiesPFC as
the new feasiblesuccessoandsetsits feasibledistance distanceand
reporteddistanceequalto thedistancethroughthenew feasiblesucces-
sor A routerbehaesdifferentlyif therehave beendistanceincreases
while it wasactive, asexplainedin thefollowing paragraph.

ROAM makessurethat,for ary givendestinationaroutertakespart
in only one diffusing computationat a time. However, there might
be morethan one distanceincreasethat needsto be processedvhile
arouteris active. To keeptrack of the multiple inputs a routermay
have to processthe queryorigin flag o;'- is maintainedby every router
i for every destinationj. This flag is setto 1 whena routeris passie
(ST}k = passie Vk € N;). Whenarouteris actve (ST]?k = active
for somek € N;) thevalueof oj- canimply the following conditions.
It mustbe notedthat a routermay get queriesfrom ary neighbor but
it becomesactive only whenthe feasiblesuccessono longersatisfies
PFC.

. oj- = 0: Routers is the origin of the queryin progressandit has
experienceditleastonedistancancreasesincebecomingactive.

. oj- = 1: Routerz is the origin of the queryin progressandit has

experiencedno distanceincreaseand no query from successosince

becomingactive.

. oj- = 2: Routeri becameactive dueto a queryfrom a successor
andit experiences distancencreasegr it is theorigin of a queryand

recevesaqueryfrom the successoafterbecomingactive.

. o} = 3: Routeri becomesactive after receving a query from a

successoandexperienceso distancancreasesifterbecomingactive.

Whenrouter: changesstatefrom active to passie and oj- =1lor3,

routers resetsthe value of FD} to infinity. This resultsin routers’s
picking asfeasiblesuccessothe neighborthatoffersthe shortespath.
If on the otherhando} = 0 or 2, routeri retainsits old FD} and
checksfor PFC.If PFCis not satisfied,anotherdiffusing computation
is started. Before startingthe diffusing computation the valuesof oj-

are changedfrom 0 to 1 and 2 to 3 respectiely. Thus, we seethat
all distancencreasesretaken careof. A distinctionis madebetween
o; = 1 and3 becausdn the caseof o} = 3, a reply needsto be
sentbackto the old successobeforethe routerbecomegpassie. A

paralleldistinctioncanbe drawvn betweemj- = 0 and2. Fig. 3 shows
the statesn ROAM andthetransitionsbetweerthem. Thefiguredoes
not considetink failuresandlink additionswhich arediscussedh the
next section.

E. Handlingtopolagy changes

Thetopologyof thenetwork canchangeby links goingdown or links
comingup. Whena new link comesup, it could resultin partitioned
sectionsof the network coalescing Links going down may resultin a
network gettingpartitionedbesidesdestrging routes. The failure of a
routercanbeviewedasmultiple links goingdown.

If routeri detectsanew neighbork, it addstheneighborto its routing
tableif the neighboris anew destination D = FD} = RD} = oo,
sk, = k, oi =1, T} = presentime). An entryfor k is createdn the
distancetable(Dj-k = oo Vj € N) anda full-state updateis sentto
the new neighbor The full-state updatepaclet containsentriesfor all
destinationsontainedn routeri’s routingtable. If routeri is passie
for adestinationthentheentryis markedasanupdate glseit is marked
asa query; an exceptionbeing routing entrieswith distanceinfinity

which aremarked asqueries.The reasorfor this exception,giventhat
routesareseton demandgcanbe explainedusingFig. 4.
Considerthreenetworks A, B andC joining. All the routersin A
have the distanceto destinationy setto infinity. Theroutersin B have
no entryfor j andtheroutersin C have afinite entryfor j. Whenthe
link connectingA andB comesup, if theentryfor j is asimpleupdate,
thenthe routerin B will ignoreit. Therefore,eventhoughthereis a
routeto getto destinationj whichis in componentC, routersin A will
never be ableto reachit becausell of themhave their distancesetto
infinity. Now, if the entryis a query a diffusing searchtakesplacein
componenB, attheendof which routersin A andB know the correct
distanceto destinationj. Whena routers recevesa full-stateupdate

Fig. 4. Networkswith differentstatescoalescing

pacletfrom aneighbork, it processesachentryoneby one.A query
entryis processetdh the mannerdescribedn sectiondll-C andllI-D.
If the entryis anupdatefor a destinatiorthat: hasno knowledgeof,
then: simply ignoresthe entry, elseit recordsthe distance(Dj-k =
RD]’?). If thedistancethroughthe neighboris greaterthanthe present
distance(D}k +1 > Dj-), nothingis done.If thedistancehroughthe
neighboris smallerthanthe presentdistancethenrouter: setsrouterk
asits new feasiblesuccessofF D = D} = D}, + 1, si = k). If the
changein distanceis greaterthana thresholdvalue, routeri sendsits
neighborghenew distancen updates.

If afailureof link (4, k) is detectechtrouters, router: setsthevalue

j-k to infinity for eachdestinationj. If routers was active at the
time of deletionof link (i, k), thensetting ST}, to falseand D}, to
infinity mimics the behaior thatwould resultfrom routeri’s getting
a reply with distancesetto infinity from routerk. If ¢ was passie
and k£ happenedo be the feasiblesuccessogrthenrouter: becomes
active and startsa diffusing computation. If (i, k) wasthe only link
connectingrouteri’s componentandrouter k’s componentthenwith
thelossof link (¢, k) routeré losesits only successorThis resultsin
routeri’s sendinga querywith distancesetto infinity. Sincethis query
propagate$o all routersin router:’s componentall of themeventually
changetheir routing table entriesto infinity, which signifiespartition
from thedestinatiorin routerk’s component.
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Fig. 5. Handlingpartitionsdueto link failure

Fig. 5 shavs an example of a network wherelinks go down. The
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Fig. 3. Active andPassve statesn ROAM

topology andnotationof the exampleis sameasthatin Fig. 2 except
that the two links (z, k) and (z,1) have link costsof 2. In Fig. 5 (a)

the link (s, k) fails wherek is the feasiblesuccessoof i. At router
1, thefeasibledistances 3. Router! satisfieshe feasibility condition
sinceits distance? is lesserthan3 andit now offersthe shortestpath
to the destination.Therefore routeri remainspassve andchangests

distanceto 4. Note, however thatthefeasibledistancedoesnot change
asit is definedto be the lowestdistancevaluesincetherouterbecame
passie. In Fig. 5 (b), link (¢,1) fails. Now, routers hasno feasible
successorTherefore,it becomesactive, setsits distanceandfeasible
distanceto infinity andsendsa queryto m. As shown in Fig. 5 (d),

whenm getsthe query it becomesactive becauset hasno feasible
successor It also setsits distanceand feasibility distanceto infinity

andsendsa queryto <. Routerz sendsa reply with infinite distance
becauseét is alreadyactive. Sincerouterm hasreceved repliesfrom

all its neighborsit setsits feasibledistanceo infinity, becomepassie

andsendsareplytoi. Router; thensetsits feasibledistanceo infinity

andbecomegpassie.

F. DeletingRoutes

Routesaretimestampedvhenthey areenterednto theroutingtable.
They arealsotimestampedvheneer datapaclets for the destination
areseen.A timer-drivenfunction compareghe timestampof the route
to the currenttime at therouter If it exceedghetime thresholdandif
the routeris not active for the destination the routeis remorved from
theroutingtable.

1V. ROAM LoopP-FREEDOM

To prove that ROAM is correct,we needto prove thatit maintains
loop-freepathsto all destinationsand doesnot deadlockin ary state
and cornvergesto the correctdistances.Becausehe routesto differ-
entdestinationsarecreatedandmaintainedndependenof eachother
onecanprove correctnessf the protocolby proving correctnes$or an
arbitrarydestinatiory.

Theroutersin N, their successorandthelinks from routersto their
successordefinea graphthatwe term S; (G). For the protocolto be
loop-freethis graphhasto bea directedagyclic graphatall times.

The completeproof of loop-freedomand correctnessire presented

in an extendedversionof this paper[11]. Here,we includealemma
which provesthat ROAM is loop-freeif successorare picked using
PFCor AFC.

Whenattime ¢ = 0, all the routersare initialized, they have no
entriesfor ary otherdestinations.The graph S;(G) consistsonly of
all theroutersin the graphwith no links betweenthem. This graphis
trivially loop-freeandhascorrectpaths.

Assumethataloop L; (t) is formedfor thefirsttime at¢. For aloop
to beformedarouteri mustchoosearouterupstreanfromit in S; (G)

asasuccessotL; (t) is formedbecauserouter; changests successor
from b to a dueto a changein its distanceD} = Di, + I} attimet,
whereb Wasthesuccessosj- attimet, andt, < t.

Therouterat the k** hopattimet is s[k, new] ands[k + 1, new]
is the successoof s[k, new] attime ¢. Thetime at which s[k, new]
picks s[k + 1, new] asits successoris denotedasts[x1,,ew], Where
tsk+1,new] < t. Thisisthelasttime achangevasmadein therouting
tableof s[k, new] for destinatiory. It is seenfrom thedefinitionthat:

S‘;[k,new] (ts[k-l-l,new]) _ s;[k,new] (t)
Ds[k,new] _ s[k,new]
7 (ts[k+1,new]) - Dj (t)

Thetime atwhichthelastupdates sentby s[k, new] toits predecessor
s[k — 1, new] is denoteddy ¢,(x+1,014)- Thisis the lastupdatethatis
sentbeforetime ¢. Routers[k, new]’s successoat time ¢,y1,14 IS
denotedby s[k + 1, old] which may or may not be the sameass[k +
1, new]. Thetimesdescribedabore have thefollowing relationship.

ts[k+1,old] < ts[k+1,new] <t

A path P,;(t) consists of the sequenceof routers {a =
s[1, new], s[2, new), ..., s[k, new, ..., i}, asshavn in Fig. 6. If aloop
L;(t) exists, then P,;(t) C P,;(t). Furthermore,t also true that

s[k,old]

s[k,new 4}3&+1,new}
\
s[3,0ld] O \ O s[k+1,0ld]

\
N

’

Y
s[2,new] O.plil

a=s[1,new] / s[k+m,old]
ui—

- b=s{1,0ld)

O
s[2,old]

&

i

O
Fig. 6. Structureof possibldoop causedy changeof neighbor

s"(t) = i, si(ty) = b, andty < t. By definition, D}’ (t;) < Di(t:)
atary timet;, andD;*(t1) < D}’ (t2) if t1 < ta.

Lemma: If there are no diffusingcomputationsand routers pick new
successa for destinationj, using PFC or AFC, then the resulting
graph S; (G) is alwaysloop-free



Proof: Assumethataloop L;(t) is formedfor thefirst time att. For
aloopto beformedarouteri mustchoosearouterupstreanfrom it in
S;(G) asasuccessor

A routerpicksanew successoonly if it satisfiesAFC or PFC.If ei-
therPFCor AFC have to besatisfiedvhenarouters[k, new] € P,;(t)
makesrouters[k + 1, new] € Py;(t) its successoattime k11, new]
it mustbetruethat

s[k,new]
D]S [k+1,new]

k,
(t) = Dj‘E[kr-L:lu,}iew] (ts[k+1,new])

< FD;[k,new] (ts[k+1,new])
Sinceall links costsarepositive andeitherPFCor AFC mustbe satis-
fied by every routerin P,;(t), we getthe following inequalitieswhile
traversingit:
FDj(t) = D;'(t)
2,01d]) > D} (ts[2,01a7)

D;’a (t) = D? (ts[2,old])
D;a (ts[2,new])
FD;Z (ts[2,new])

> D?s[?,new] (t)

\%

Dj (ts

v

Dj[k’new] (tsk+1,014])

*s[k new]

D‘?[k—l,new] (t)

jslk,new]

v

tslk+1,01d])

v

(
*S[k new] (ts k+1,new] )
1

FDS[k new (ts k+1,new] )

[k
Djs[kj—elwnew] (t)

\%

DY(t) = Di(ts) > Dj'(t) = FDi(t).
The above setof inequalitiesleadsto the erroneousconclusionthat
FDj(t) > FD;(t). Therefore,t follows thatno loop canbe formed
in S;(Q) if thePFCandAFC areusedwhile picking a new successor
O

V. COMPLEXITY

The performanceof ROAM canbe measuredn termsof the time
andcommunicatioroverheadequiredto getroutingtablesto corverge
andhave loop-freepathsto the destinationsActual time is hardto pre-
dict becausét involvespredictingvarying inter-routercommunication
time andotherdelaysassociatedavith queuing,etc. Consequentiywe
assumehatthe protocolshehae synchronouslywhich meanghatall
actionsaretaken by theroutersin discretesteps.A routerrecevesits
inputs, processethem, malkes changedo its routing tablesandsends
updatesall in the samestep. The neighboringroutersreceve the up-
datesin the next step. We start measuringthe numberof stepsand
messagesfter a single topologicalchange. This changecould be a
link failure,link additionor alink costchange The neighboringrouter
discoversthe changen thefirst step. During the last step,at leastone
routerrecevesandprocessesipdatefrom a neighboy afterwhich all
routing tablesare correctandno more updatesneedto be senttill the
next topologicalchange Timecompleity measurethenumberof steps
it takesfor this processand communicatiorcompleity measureshe
numberof messaget takes.

In ROAM, a router searchedor a destinationif the destinationis
notalreadyin theroutingtables.This involvessendinga querywith an
infinite distancefor thedestination. Thequeryis broadcasto all neigh-
bors.Eachneighborthatgetsthe querycheckso seeif it hasarouting
tableentryfor thedestination|f it doesnot,thentheneighbohecomes
active andsendsa querywith infinite distanceo all its neighboravhich
includesthe onethatsentit the original query A routerthatis already

active andreceivesa querydoesnot sendary morequeries.Thus,one
canseethata searchguerycannotbe sentover a link morethantwice.
Therefore the communicatiorcompleity is O(|E|), where|E)| is the
numberof edgesn thenetwork. Thetime compleity is O(d) whered
is thediameterof the network.

After asinglelink failureorlink-costincreasethetime compleity is
the sameasthe Jafe-Mossalgorithm[5]. In theworstcaseall routers
upstreanof the destinationmustfreezetheir routing table entriesfor
thedestination Thereforethetime compleity is O(z), wherez is the
numberof routersaffectedby theroutingtablechange. The communi-
cationcompleity is O(6Dx), whereD is the maximumdegreeof the
router

Any router that receizes information reportinga distancedecrease
will alwaysbeableto find afeasiblesuccessotUpdatesareonly sentif
thedistancechangesy morethanthethreshold.ThereforeJink addi-
tions canat besthave no reaction,at worsthave a messageompleity
of O(2Dz) andatime compleity of O(l), wherel is thelongestpath
to adestination.

VI.

We have presentedROAM, the first on-demandouting algorithm
thatprovidesmultiple loop-freepathsbasedsolely on distancego des-
tinations, without the needfor completepath information, sequence
numbersrefreshedperiodically or time synchronization. We have
shavn elsevherethat ROAM is loop-freeat every instantand that it
corvergeswithin afinite time. We alsointroducedhesearch-to-infinity
problemandeliminatedits occurrencen ROAM, suchthatsourcesio
not sendrepeatedlood searcheén the eventof destinationdeingun-
reachable.Givenits performanceROAM is very applicableto wired
networks,wheremultiple pathsto the Internetareprovidedondemand
using ROAM, andwirelessnetworks with staticnodesor nodeswith
limited mobility.

SUMMARY AND CONCLUSIONS
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