Minimum Entropy Clustering and Applications to Gene Expression Analysis
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Abstract

Clustering is a common methodology for analyzing the gene expression data. In this paper, we present a new clustering algorithm from an information-theoretic point of view. First, we propose the minimum entropy (measured on a posteriori probabilities) criterion, which is the conditional entropy of clusters given the observations. Fano’s inequality indicates that it could be a good criterion for clustering. We generalize the criterion by replacing Shannon’s entropy with Havrda-Charvat’s structural entropy. Interestingly, the minimum entropy criterion based on structural entropy is equal to the probability error of the nearest neighbor method when $\alpha = 2$. This is another evidence that the proposed criterion is good for clustering. With a non-parametric approach for estimating a posteriori probabilities, an efficient iterative algorithm is then established to minimize the entropy. The experimental results show that the clustering algorithm performs significantly better than $k$-means/medians, hierarchical clustering, SOM, and EM in terms of adjusted Rand index. Particularly, our algorithm performs very well even when the correct number of clusters is unknown. In addition, most clustering algorithms produce poor partitions in presence of outliers while our method can correctly reveal the structure of data and effectively identify outliers simultaneously.

1. Introduction

When the cell undergoes a specific biological process, different subsets of its genes are expressed in different stages of the process. The particular genes expressed at a given stage (i.e. under certain conditions) and their relative abundance are crucial to the cell’s proper function. Technologies for generating high-density arrays of cDNAs and oligonucleotides enable us to simultaneously observe the expression levels of many thousands of genes on the transcription levels during important biological processes. Such global view of thousands of functional genes changes the landscape of biological and biomedical research. Large amounts of gene expression data have been generated. Elucidating the patterns hidden in these gene expression data is a tremendous opportunity for functional genomics.

A preliminary and common methodology for analyzing gene expression data is the clustering technique. Clustering is the process of partitioning the input data into groups or clusters such that objects in the same cluster are more similar among themselves than to those in other clusters. Clustering has proved very useful for discovering important information from gene expression data. For example, clustering can help identify groups of genes that have similar expression patterns under various conditions or across different tissue samples [7, 14]. Such co-expressed genes are typically involved in related functions. Clustering is also often the first step to discover regulatory elements in transcriptional regulatory networks [1, 28]. Co-expressed genes in the same cluster are probably involved in the same cellular process and strong expression pattern correlation between those genes indicates co-regulation.

The clustering problem can be formally stated as follows: $^1$ given a dataset of $X = \{x_i | i = 1, \ldots, n\}$ and an integer $c > 1$, map $X$ onto $C = \{C_j | j = 1, \ldots, c\}$ so that every $x_i$ is assigned to one cluster $C_j$. Besides analyzing gene expression data, clustering can also be applied to many other problems, including statistical data analysis, data mining, compression, vector quantization, etc. As a branch of statistics, cluster analysis has been studied extensively in the literature. A large number of clustering algorithms have been proposed, such as hierarchical clustering, $k$-means/medians [8, 16], expectation maximization (EM) algorithm [5], self-organizing maps (SOMs) [19], etc. In hierarchical clustering, a nested set of clusters is created. Each level in the hierarchy has a separate set of clusters. At the lowest level, each object is in its own unique cluster. At the highest level, all objects belong to the same cluster. The hierarchical clustering methods, though simple, often en-

---

$^1$ As seen later, this definition is not so general as to be consistent with all the types of clustering strategies, e.g. hierarchical clustering and EM algorithm. For our purpose, however, it is adequate enough.
counter difficulties with regard to the selection of merge or split points, which may lead to low-quality clusters if not well chosen at some steps [11]. Moreover, these methods do not scale well due to their high time and space complexity. In $k$-means, each object must belong to exactly one cluster. The $k$-means algorithm minimizes the sum of squared Euclidean distances between the objects in a cluster and the mean (i.e., center) of the cluster. The $k$-means method is sensitive to noise and outlier data points since a small number of such data can substantially influence the mean value [11]. Another disadvantage of the $k$-means method is that the user has to specify the number of clusters, which is often not known in practice. A slight variation of $k$-means is $k$-medians that uses medians instead of means. Compared with hierarchical clustering and $k$-means, the expectation maximization (EM) algorithm [5], a model-based method, plays with likelihood instead of distance. Besides, the EM algorithm does not compute actual assignments of objects to clusters, but \textit{a posteriori} probabilities. In other words, each object is found to belong to each cluster with a certain probability. It is interesting to note that the $k$-means algorithm can be seen as a special case of the EM optimization on a (spherical) Gaussian mixture model. It has been found in most instances that the EM algorithm has the advantage of reliable global convergence, low cost per iteration, economy of storage, and ease of programming. The problem with EM algorithm is the speed of convergence, which can be very slow in practice. Self-organizing map (SOM) [19] is also an important and widely used clustering method. SOM is a special class of artificial neural networks based on \textit{competitive learning}, which has strong theoretical connection to the actual brain processing. The principal goal of SOMs is to transform an input object into a two-dimensional discrete map, and to perform this transformation adaptively in a topologically ordered fashion. However, it is very difficult to mathematically analyze the properties of SOM in a general setting.

Although these clustering algorithms are often applied to analyze gene expression data, they face two challenges in practice. Usually, these algorithms (except hierarchical clustering) require that the user specify the number of clusters in advance. In many situations, however, it is difficult for biologists to know the exact number of clusters since we may not know how many functional categories there exist or if some genes may belong to an unknown functional category. Although hierarchical clustering does not need the number of clusters, the user still needs decide how many groups and where to cut the tree of clusters after the clustering. Another problem with these algorithms is that they only perform well on “clean” data without outliers [8,16]. For instance, the $k$-means method is sensitive to outliers since a small number of such data can substantially influence the mean value [11]. However, outliers often contain important hidden information and provide clues for unknown knowledge. For example, a gene with abnormal expression may be related to some disease.

In this paper, we introduce an information-theoretic approach for clustering gene expression data. It is well-known that entropy is a measure of information and the uncertainty of a random variable. So, it is natural to employ the minimum entropy as a criterion for clustering. Besides, the concept on which entropy measures are based is similar to that of probabilistic dependence. Thus, we use entropy measured on \textit{a posteriori} probabilities as the criterion for clustering. In fact, it is the conditional entropy of clusters given the observations. Thus, Fano’s inequality indicates that the minimum entropy may be a good clustering criterion [4]. We also generalize the criterion by replacing Shannon’s entropy with Havrda-Charvat’s structural $\alpha$-entropy [12]. Interestingly, the minimum entropy criterion based on structural $\alpha$-entropy is equal to the probability error of the nearest neighbor method [6] when $\alpha = 2$. This indicates again that the minimum entropy could be a good criterion for clustering because the probability of error in the nearest neighbor method is less than twice the Bayes probability of error [3]. With the minimum entropy criterion, the problem of clustering consists of two sub-problems (i) estimating \textit{a posteriori} probabilities and (ii) minimizing the entropy. Although some parametric method could be employed to estimate \textit{a posteriori} probabilities, we follow the nonparametric approach in this paper. A merit of the nonparametric approach is that we do not need much prior information (e.g., distribution) of the data. Since gene expression data usually have a complex structure, a particular choice of distribution may lead to a very poor representation of the data. In order to minimize the entropy, we propose an efficient iterative algorithm, which usually converges in a few steps. The experimental results on synthetic data and two yeast gene expression datasets show that the new clustering algorithm performs significantly better than $k$-means/medians, hierarchical clustering, SOM, and EM in terms of adjusted Rand index [13]. In particular, our method performs very well even when the correct number of clusters is unknown. Besides, most clustering algorithms produce poor partitions in presence of outliers while our method can correctly reveal the structure of data and effectively identify outliers simultaneously.

The rest of the paper is organized as follows. Section 2 introduces the minimum entropy criterion for clustering. A brief review of entropy and structural $\alpha$-entropy is also included in this section. In Section 3, we follow the nonparametric approach to estimate \textit{a posteriori} probabilities and propose an iterative algorithm to minimize the entropy. Section 4 describes the experimental results on both synthetic data and real data. Section 5 concludes the paper with some directions of future research.
2. The Minimum Entropy Criterion

In thermodynamics, entropy has important physical implications as the amount of “disorder” of a system. In information theory, the quantity entropy plays a central role as measures of information, choice and uncertainty. Mathematically, Shannon’s entropy of a random variable \( x \) with a probability mass function \( p(x) \) is defined as [27]

\[
H(x) = - \sum x p(x) \log p(x) \tag{1}
\]

which is a functional of the distribution of \( x \). It does not depend on the actual values taken by the random variable \( x \), but only on the probabilities. Entropy is the number of bits on the average required to describe a random variable. In fact, entropy is the minimum descriptive complexity of a random variable [20].

Since entropy measures the amount of “disorder” of a system, we hope that each cluster has a low entropy because data points in the same cluster should look similar. Thus, we would like to employ some form of entropy in the objective function of clustering. A straightforward minimum entropy clustering criterion could be defined as

\[
J = \sum_{j=1}^{c} H(x|C_j) \tag{2}
\]

where \( H(x|C_j) \) is the entropy of cluster \( C_j \). Suppose each cluster \( C_j \) follows the \( d \)-dimensional Gaussian distribution with covariance matrix \( \Sigma_j \). So, \( H(x|C_j) = \log(2\pi e)^{d/2} + \frac{1}{2} \log |\Sigma_j| \) and

\[
J = \frac{1}{2} \sum_{j=1}^{c} \log |\Sigma_j| \tag{3}
\]

by discarding additive constant \( \log(2\pi e)^{d/2} \). This falls into the conventional minimum variance clustering strategy and seems a reasonable clustering criterion. However, it is actually not adequate for clustering because it neglects the semantic aspects of data. Note that, the data contain some hidden meaning, that is they refer to or are correlated according to some system with certain physical or conceptual entities. In clustering/classification, the semantic information that we care about is the category of objects. The task of machine learning is just to infer these categorical information. However, entropy, also referred to as self-information [4], was developed without the consideration of the meaning of data. \(^2\) Besides, it was assumed during the development of entropy that the information source is ergodic [27]. It implies that the information source has only one statistical structure. In contrast, we naturally assume in cluster analysis that the data are drawn from a mixed source made up of a number of pure components that are each of homogeneous statistical structure.

Based on these observations, we think that a good minimum entropy clustering criterion has to reflect the relationship between data points and clusters. Such relationship information helps us to reveal the meaning of data, i.e. the category of data. Besides, it also helps us to identify the components, i.e. clusters, of mixed information source. Since the concept on which entropy measures are based is similar to that of probabilistic dependence, we think that the entropy measured on \textit{a posteriori} probabilities could be such a suitable quantity:

\[
H_x(C) = - \sum_{j=1}^{c} p(C_j|x) \log p(C_j|x) \tag{4}
\]

where \( C \) is the random variable of category taking values in \( \{C_1, \ldots, C_c\} \). In (4), we compute \textit{a posteriori} probabilities \( P(C_j|x) \) to determine how much information has been gained. \( H_x(C) \) is maximized when all \( p(C_j|x) \) are equal. In this case, the object \( x \) could come from any source (i.e. cluster) equally probably, and thus we do not know which cluster the object \( x \) should belong to. This is also intuitively the most uncertain situation. On the other hand, \( H_x(C) \) is minimized to 0 if and only if all the \( P(C_j|x) \) but one are zero, this one having the value unity. That is, we are certain of the cluster of \( x \) only if \( H_x(C) \) vanish. Thus, \( H_x(C) \) can assess the dependence between \( x \) and \( C \) well.

By integrating \( x \) on the whole data space, we obtain the minimum entropy clustering criterion:

\[
H(C|x) = - \int \sum_{j=1}^{c} p(C_j|x) \log p(C_j|x)p(x)dx \tag{5}
\]

The above quantity is actually the \textit{conditional entropy} of the random variable \( C \) given the random variable \( x \) [27]. The conditional entropy \( H(C|x) \) measures how uncertain we are of \( C \) on the average when we know \( x \). The conditional entropy has many interesting properties. It is known that

\[
H(C|x) \leq H(C) \tag{6}
\]

with equality if and only if \( x \) and \( C \) are independent. The quantity \( H(C) = - \sum_{j=1}^{c} p_j \log p_j \) is the “pure” entropy of clusters, where \( p_j \) is the \textit{a priori} probabilities of each cluster. Intuitively, Equation (6) says that knowing the random variable \( x \) can reduce the uncertainty in \( C \) on the average unless \( x \) and \( C \) are independent. This indicates that the minimum \( H(C|x) \) could be a good clustering criterion. Besides, we know that \( I(C, x) = H(C) - H(C|x) \) is the mutual information [27]. Thus, we may also use the mutual information \( I(C, x) \) to evaluate the quality of clustering results.
Fano’s inequality [4] provides us another strong evidence that minimum \( H(C|x) \) could be a good clustering criterion. Suppose we know a random variable \( x \) and we wish to guess the value of the correlated category information \( C \). Fano’s inequality relates the probability of error in guessing the random variable \( C \) to its conditional entropy \( H(C|x) \). Suppose we employ a function \( \hat{C} = f(x) \) to estimate \( C \). Define the probability of error

\[
P_e = Pr\{\hat{C} \neq C\}
\]

Theorem 1 (Fano’s Inequality)

\[
H(P_e) + P_e \log(c - 1) \geq H(C|x)
\]

Note that \( P_e = 0 \) implies that \( H(C|x) = 0 \). Fano’s inequality indicates that we can estimate \( C \) with a low probability of error only if the conditional entropy \( H(C|x) \) is small. In machine learning, \( P_e \) is expected to be small by the implicit assumption that \( x \) contains adequate information about \( C \), i.e. \( H(C|x) \) is small. Thus, the minimum \( H(C|x) \) is a natural criterion for clustering.

2.1. Havrda-Charvat’s Structural \( \alpha \)-Entropy

So far, we have only considered Shannon’s entropy. However, many measures of entropies have been introduced in the literature to generalize Shannon’s entropy, e.g. Renyi’s entropy [25], Kapur’s entropy [17], and Havrda-Charvat’s structural \( \alpha \)-entropy [12], etc. We are particularly interested in the Havrda-Charvat’s structural \( \alpha \)-entropy for reasons that will be clear later. The structural \( \alpha \)-entropy is defined as

\[
H^\alpha(x) = (2^{1-\alpha} - 1)^{-1} \left[ \sum x p^\alpha(x) - 1 \right]
\]

where \( \alpha > 0 \) and \( \alpha \neq 1 \). With different degrees \( \alpha \), one can obtain different entropy measures. For example, when \( \alpha \rightarrow 1 \), we obtain Shannon’s entropy:

\[
\lim_{\alpha \rightarrow 1} H^\alpha(x) = - \sum x p(x) \log p(x)
\]

When \( \alpha = 2 \), we have the quadratic entropy:

\[
H^2(x) = 1 - \sum x p^2(x)
\]

In the above equations, we discard the constant coefficients for simplicity. With structural \( \alpha \)-entropy, we get the clustering criterion:

\[
H^\alpha(C|x) = 1 - \int \sum_{j=1}^{c} p^\alpha(C_j|x)p(x)dx \quad \alpha > 1
\]

For \( 0 < \alpha < 1 \), we can get the criterion by flipping the sign of the above formula. If the quadratic entropy is employed, we have

\[
H^2(C|x) = 1 - \int \sum_{j=1}^{c} p^2(C_j|x)p(x)dx
\]

Recall that, as a classification method, the nearest neighbor method has the following probability of error [6]:

\[
R_{NN} = 1 - \int \sum_{j=1}^{c} p^2(C_j|x)p(x)dx
\]

which is identical to Equation (12). Since the probability of error \( R_{NN} \) is less than twice Bayes probability of error [3], the minimum \( H^2(C|x) \) could potentially be a good criterion for clustering because Bayes probability of error is the minimum probability of error over any other decision rule, based on the infinite sample set [10].

Another merit of structural \( \alpha \)-entropy is that it satisfies the strong recursivity property. Suppose a random variable \( C \) has the distribution \( P = (p_1, p_2, \ldots, p_c) \). In what follows, we write the entropy \( H(x) \) as \( H_c(p_1, p_2, \ldots, p_c) \). A measure of entropy \( H_c(p_1, p_2, \ldots, p_c) \) will be said to have the recursivity property with respect to recursive function \( g(p_1, p_2) \) if

\[
H_c(p_1, p_2, \ldots, p_c) = H_{c-1}(p_1 + p_2, \ldots, p_c) + g(p_1, p_2)H_2 \left( \frac{p_1}{p_1 + p_2}, \frac{p_2}{p_1 + p_2} \right)
\]

holds for all \( c \geq 3 \) [18]. Here \( g(p_1, p_2) \) is a known continuous function. A stronger type of recursivity enables us to express \( H_c \) in term of two entropies, one of type \( H_{c-k+1} \) and the other of type \( H_k \). In cluster analysis, the recursivity property is appreciated, especially when the data exhibit a nesting relationship between clusters. It is known that the only measures which satisfy the sum function property and the strong recursivity property are the Havrda-Charvat and Shannon’s measures of entropy [18].

In summary, given a dataset \( \mathcal{X} = \{x_1, \ldots, x_n\} \), we have the following minimum entropy clustering criterion

\[
J = \begin{cases} 
1 - \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{c} p^\alpha(C_j|x_i) & \alpha > 1 \\
- \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{c} p(C_j|x_i) \ln p(C_j|x_i) & \alpha = 1 \\
\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{c} p^\alpha(C_j|x_i) - 1 & 0 < \alpha < 1 
\end{cases}
\]

3. The Clustering Algorithm

By employing (14) as the criterion, the problem of clustering consists of two sub-problems (i) estimating \( p(C_j|x) \)}
and (ii) minimizing the entropy. In fact, these two problems cannot be clearly separated as we shall see later.

### 3.1. Nonparametric Estimation of a Posteriori Probability

To estimate $p(C_j|x)$, we could employ some parametric method. However, it may not be appropriate for clustering complicated gene expression data because the choice of any particular distribution could lead to a very poor representation of the data if the data has a complex structure. We therefore seek a nonparametric method for modeling the data. There are two kinds of nonparametric estimation techniques, Parzen density estimation [23, 26] and $k$-nearest neighbor density estimate [21]. They are fundamentally very similar, but exhibit some different statistical properties. In what follows, we give a brief overview of these two nonparametric density estimation methods.

Consider estimating the value of a density function at a point $x$. We may set up a small window $R(x)$ (e.g. hypercube or hyper-ellipsoid) around $x$. Then, the probability mass of $R(x)$ may be approximated by $p(x) \cdot v$ where $v$ is the volume of $R(x)$. On the other hand, the probability mass of $R(x)$ may also be estimated by drawing a large number (say $n$) of samples from $p(x)$, counting the number (say $k$) of samples falling in $R(x)$, and computing $k/n$. Equating these two probabilities, we obtain an estimate of the density function as

$$p(x) = \frac{k}{n \cdot v}$$  \hspace{1cm} (15)

If we fix the volume $v$ and let $k$ be a function of $x$, we obtain Parzen density estimate. On the other hand, we may fix $k$ and let $v$ be a function of $x$. More precisely, we extend the region $R(x)$ around $x$ until the $k$th nearest neighbor is found. This approach is called the $k$-nearest neighbor density estimate.

By Bayes’s rule, we have

$$p(C_j|x) = \frac{p(C_j)p(x|C_j)}{p(x)}$$

We may use $n_j/n$ as the estimator of $p(C_j)$, where $n_j$ is the number of points in cluster $C_j$. If Parzen density estimate is employed, we have

$$p(C_j|x) = \frac{n_j}{n} \cdot \frac{k(x|C_j)}{k(x)} = \frac{n_j \cdot v(x|C_j)}{k} = \frac{v(x)}{v(x|C_j)}$$ \hspace{1cm} (16)

Thus, the estimate of $p(C_j|x)$ is just the ratio between the number of samples in the local region $R(x)$ and (ii) minimizing the entropy. In fact, these two problems cannot be clearly separated as we shall see later.

![Figure 1. An illustration that the total entropy could increase when an object is assigned to the cluster containing most of its neighbors.](image)

samples in the local region $R(x)$. The minimum entropy criterion turns out to be

$$J = \left\{ \begin{array}{ll}
1 - \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{c} \left( \frac{k(x_i|C_j)}{k(x_i)} \right)^\alpha & \alpha > 1 \\
- \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{c} k(x_i|C_j) \log k(x_i|C_j) k(x_i) & \alpha = 1 \hspace{1cm} (17)
\end{array} \right.$$

If $k$-nearest neighbor estimate is used, we obtain

$$p(C_j|x) = \frac{n_j}{n} \cdot \frac{k}{n \cdot v}$$ \hspace{1cm} (18)

Similarly, we can get a corresponding clustering criterion.

### 3.2. An Iterative Algorithm

In this section, we try to develop a clustering algorithm to optimize the criterion (17). However, the criterion (17) (and the corresponding one with the $k$-nearest neighbor estimation) is not suitable for directly clustering the data because we can minimize $H(C|x)$ to 0 by simply putting all data points into one cluster. Such an optimal solution is trivial and interferes with finding the practically useful partitions. Thus, instead of directly clustering the data, we will present an iterative algorithm to reduce the entropy of an initial partition given by any other clustering methods (e.g. $k$-means). That is, the algorithm searches a local optimal solution starting from a partition given by some other method. This algorithm can be easily modified for optimizing the criterion with the $k$-nearest neighbor estimation. In principle, a (hill-climbing type) iterative algorithm starts with the system in some initial configuration. A standard rearrangement operation is applied to the system such that the ob-
Input: A dataset containing $n$ objects, the number of clusters $c$, and an initial partition given by some other clustering method.

Output: A set of at most $c$ clusters that locally minimizes the entropy.

Method:

1. repeat
2. for every object $x$ in the dataset do
3. if the cluster $C_i$ containing most of the neighbors of $x$ is different from the current cluster $C_i$ of $x$ then
4. $h \leftarrow \sum_y (H_y(C) - H_y(C_i))$
   {where $y$ are neighbors of $x$, and $x$ is also regarded as the neighbor of itself. $H_y(C)$ and $H_y'(C)$ are the entropy associated with $y$ before and after assigning $x$ to the cluster $C_j$, respectively.}
5. if $h < 0$ then
6. assign $x$ to the cluster $C_j$
7. end if
8. end if
9. end for
10. until no change

A set of at most $c$ clusters that locally minimizes the entropy.

Algorithm 1 Minimum Entropy Clustering Algorithm

Proof. Clearly, the total entropy of the partition decreases in every step. Thus, the algorithm 1 converges since the entropy is bounded by 0.

Note that this algorithm could give a set of fewer than $c$ clusters. The reason is that a cluster might migrate into another cluster to reduce the entropy during the iterations. This is different from most other clustering algorithms, which always return a given number of clusters. The speed of algorithm 1 depends on the number of iterations and the number of points that could be reassigned in each iteration, i.e., the points whose most neighbors belong to a different cluster. Usually, these kind of points exist in the overlap of clusters, and are only a small proportion of data. Besides, the number of neighbors could be regarded as constant in comparison with the whole data. So, the average time complexity of each iteration is usually less than $O(n)$ in practice. In the experiments, we found that the number of iterations is often very small, usually less than 20 for both synthetic and real data.

4. Experiments

We have tested our minimum entropy clustering (MEC) algorithm on both synthetic data and real gene expression data. In comparison with $k$-means/medians, hierarchical clustering, SOM, and EM,\(^5\) which are widely used for clustering gene expression data. To assess the quality of our algorithm, we need some objective external criteria. The external criteria could be the true class information, gene functional categories, etc. In order to compare clustering results

\[^4\] It is well-known that any change toward equalization of the probabilities increases the entropy [27]. Suppose a point $x$ is assigned to the cluster $C_i$ currently and most neighbors of $x$ are assigned to the cluster $C_j \neq C_i$. Moreover, suppose $n_i$ neighbors of $x$ belong to $C_i$ and $n_j$ neighbors of $x$ belong to $C_j$ such that $n_i < n_j$. After $x$ is reassigned to cluster $C_j$, the difference between $n_i - 1$ and $n_j + 1$ is larger than that of $n_i$ and $n_j$. So, we make the difference between the probabilities $p(C_i|x)$ and $p(C_j|x)$ larger, and thus reduce the entropy associated with $x$.

\[^5\] For $k$-means/medians, hierarchical clustering, and SOM, we used the M. Eisen’s implementation [7]. For EM algorithm, we used C. Fraley and A. Raftery’s implementation [9].
against an objective external criterion, we employ the adjusted Rand index [13] as the measure of agreement. Rand index [24] is defined as the number of pairs of objects that are either in the same group or in different groups in both partitions divided by the total number of pairs of objects. The Rand index lies between 0 and 1. When two partitions agree perfectly, the Rand index is 1. A problem with Rand index is that the expected value of the Rand index between two random partitions is not a constant. This problem is corrected by the adjusted Rand index that assumes the generalized hypergeometric distribution as the model of randomness. The adjusted Rand index has the maximum value 1, and its expected value is 0 in the case of random clusters. A larger adjusted Rand index means a higher agreement between two partitions. The adjusted Rand index is recommended for measuring agreement even when the partitions compared have different numbers of clusters [22]. In this paper, the reported adjusted Rand index is averaged on 100 repeated experiments to reduce the influence of random initial partitions.

4.1. Synthetic Data

To give a visual illustration of our new method, we generate a two-dimensional synthetic data that consists of two components following the Gaussian distribution. The means and covariance matrices of the two components are \( [0.0, 0.0] \) and \( [2.0, 2.0], \) \( \begin{bmatrix} 1 & 0.3 \\ 0.3 & 1 \end{bmatrix} \) and \( \begin{bmatrix} 1 & -0.3 \\ -0.3 & 1 \end{bmatrix} \), respectively. In Figure 2, we can see that these two components highly overlap. In this experiment, we compare our MEC algorithm and the EM algorithm, both of which use the output of \( k \)-means as the initial partition.

![Figure 2. The synthetic data. The left bottom component consists of 800 points. The right upper component consists of 400 points. The inner and outer contours are \( 2\sigma \) contour and \( 3\sigma \) contour, respectively.]

Table 1. Adjusted Rand index on the synthetic data. The first column is the specified number of clusters. In \( k \)-means, Euclidean distance is employed. The EM algorithm uses the Gaussian mixture model. The MEC algorithm uses the structural \( \alpha \)-entropy with \( \alpha = 2 \).

<table>
<thead>
<tr>
<th>( c )</th>
<th>( k )-means</th>
<th>EM</th>
<th>MEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.535</td>
<td>0.802</td>
<td>0.704</td>
</tr>
<tr>
<td>3</td>
<td>0.452</td>
<td>0.620</td>
<td>0.610</td>
</tr>
<tr>
<td>4</td>
<td>0.349</td>
<td>0.386</td>
<td>0.384</td>
</tr>
<tr>
<td>5</td>
<td>0.280</td>
<td>0.294</td>
<td>0.448</td>
</tr>
<tr>
<td>6</td>
<td>0.222</td>
<td>0.229</td>
<td>0.542</td>
</tr>
<tr>
<td>7</td>
<td>0.190</td>
<td>0.195</td>
<td>0.633</td>
</tr>
<tr>
<td>8</td>
<td>0.163</td>
<td>0.168</td>
<td>0.593</td>
</tr>
<tr>
<td>9</td>
<td>0.147</td>
<td>0.163</td>
<td>0.526</td>
</tr>
<tr>
<td>10</td>
<td>0.134</td>
<td>0.153</td>
<td>0.502</td>
</tr>
</tbody>
</table>

Table 1 lists the adjusted Rand index achieved by \( k \)-means, EM and MEC algorithms. Both EM and MEC significantly improve the initial partitions given by \( k \)-means. It is not surprising that the EM algorithm obtains the best results when the specified number of clusters is correct since its model perfectly matches the data. However, we often do not know the exact number of clusters in practice. When the specified number of clusters are not correct, both \( k \)-means and EM algorithm have very low adjusted Rand indexes. In contrast, the MEC algorithm still performs very well. Figure 3 gives a graphical representation of the clustering results of when we specify 8 clusters in the data. Other configurations give similar results. Both \( k \)-means and EM return 8 clusters as specified and do not represent the structure of the data correctly. The MEC algorithm, however, returns 5 clusters and gives the correct structure of the data. More precisely, two of the five clusters contain most of the data objects and represent the structure of the data well. The remaining three clusters consist of 5, 2, and 1 objects (denoted by \( \ast \), \( \lozenge \), and \( \times \), respectively). These data objects stand apart from the bulk of the data. More precisely, they lie outside of the \( 3\sigma \) contour (i.e. the outer contour). Thus, these inconsistent data objects could be regarded as outliers. Many clustering algorithms are sensitive to the influence of outliers and can only perform well on “clean” data [8, 16]. However, outliers often contain important hidden information and provide clues for unknown knowledge. For example, a gene with abnormal expression may be related to some disease. Figure 3(c) shows that the MEC algorithm can effectively identify outliers and correctly discover the structure of the main data simultaneously. Most other clustering algorithms lack such ability although it is important in practice.
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\begin{table}[h]
\centering
\begin{tabular}{|l|l|c|c|c|c|c|c|c|c|}
\hline
Method & Setting & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\hline
MEC & Shannon’s entropy & 0.915 & 0.914 & 0.918 & 0.923 & 0.915 & 0.918 & 0.885 \\
MEC & \(\alpha = 2\) & 0.918 & 0.926 & 0.928 & 0.932 & 0.930 & 0.933 & 0.888 \\
MEC & \(\alpha = 3\) & 0.919 & 0.926 & 0.929 & 0.928 & 0.932 & 0.932 & 0.888 \\
EM & & 0.788 & 0.716 & 0.661 & 0.629 & 0.593 & 0.557 & 0.547 \\
k-means & Euclidean dist. & 0.806 & 0.746 & 0.671 & 0.628 & 0.547 & 0.534 & 0.494 \\
k-means & Pearson corr. & 0.806 & 0.739 & 0.667 & 0.604 & 0.538 & 0.511 & 0.454 \\
k-median & Euclidean dist. & 0.823 & 0.748 & 0.648 & 0.618 & 0.552 & 0.520 & 0.470 \\
k-median & Pearson corr. & 0.756 & 0.672 & 0.608 & 0.576 & 0.513 & 0.461 & 0.410 \\
SOM & Euclidean dist. & 0.845 & 0.853 & 0.674 & 0.556 & 0.443 & 0.382 & 0.342 \\
SOM & Pearson corr. & 0.825 & 0.845 & 0.675 & 0.559 & 0.446 & 0.382 & 0.348 \\
Hierarchical & Euclidean dist. & 0.677 & 0.605 & 0.703 & 0.700 & 0.708 & 0.711 & 0.694 \\
Hierarchical & Pearson corr. & 0.677 & 0.605 & 0.703 & 0.700 & 0.708 & 0.711 & 0.694 \\
\hline
\end{tabular}
\caption{Adjusted Rand index on the yeast galactose data. The dataset contains 205 genes, which belong to four functional categories. For k-means/medians, hierarchical clustering, and SOM, both Euclidean distance and Pearson correlation coefficient are used to measure (dis)similarity. For hierarchical clustering, we employ the complete link algorithm. Both MEC algorithm and EM algorithm use the output of k-means with Euclidean distance as the initial partition. In the EM algorithm, we assume that clusters have the diagonal covariance matrices, but have varying volume and shape. For more general ellipsoidal setting, the EM algorithm meets the computational problem (singular covariance matrix).}
\end{table}

\subsection{4.2. Real Gene Expression Data}

We used two gene expression data to test the MEC algorithm. The first data is the yeast galactose data on 20 experiments [15]. Yeung \textit{et al.} extracted a subset of 205 genes that are reproducibly measured, whose expression patterns reflect four functional categories in the Gene Ontology (GO) listings [29]. We used this subset of data in our test with the four functional categories as the external knowledge. Before clustering, we normalized the data for each gene to have mean 0 and variance 1 across experiments. The second dataset is the yeast cell cycle dataset which shows the fluctuation of expression levels of approximately 6000 genes over two cell cycles (17 time points) [2]. Yeung \textit{et al.} extracted 386 genes according to the peak times of genes [30]. These genes peak at different time points and were categorized into five phases of cell cycle. This subset of genes formed the second dataset in our experiment. Again, the data was normalized to have mean 0 and variance 1 across each cell cycle. Besides, we took the five phases as the ex-
Table 3. Adjusted Rand index on the yeast cell cycle data. The dataset contains 386 genes, which are classified into five phases of cell cycle according to the peak times of genes.

<table>
<thead>
<tr>
<th>Method</th>
<th>Setting</th>
<th>Specified number of clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>MEC</td>
<td>Shannon’s entropy</td>
<td>0.490</td>
</tr>
<tr>
<td>MEC</td>
<td>$\alpha = 2$</td>
<td>0.487</td>
</tr>
<tr>
<td>MEC</td>
<td>$\alpha = 3$</td>
<td>0.489</td>
</tr>
<tr>
<td>EM</td>
<td></td>
<td>0.469</td>
</tr>
<tr>
<td>$k$-means</td>
<td>Euclidean dist.</td>
<td>0.482</td>
</tr>
<tr>
<td>$k$-means</td>
<td>Pearson corr.</td>
<td>0.467</td>
</tr>
<tr>
<td>$k$-median</td>
<td>Euclidean dist.</td>
<td>0.467</td>
</tr>
<tr>
<td>$k$-median</td>
<td>Pearson corr.</td>
<td>0.467</td>
</tr>
<tr>
<td>SOM</td>
<td>Euclidean dist.</td>
<td>0.472</td>
</tr>
<tr>
<td>SOM</td>
<td>Pearson corr.</td>
<td>0.474</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>Euclidean dist.</td>
<td>0.339</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>Pearson corr.</td>
<td>0.339</td>
</tr>
</tbody>
</table>

ternal knowledge.

The experimental results are listed in Tables 2 and 3. Clearly, the MEC algorithm performs much better than $k$-means/medians, hierarchical clustering, SOM, and EM, especially when the specified number of clusters are far from the true number of clusters. Note that the EM algorithm even gives worse partitions than $k$-means in some cases. One possible reason is that such a small size data is not sufficient for EM to estimate the parameters, which are much more than those of $k$-means. Another reason is that the data may follow some unknown distribution so that the assumption of Gaussian mixture is not suitable. For yeast galactose data, the MEC algorithm achieves a very high adjusted Rand index ($> 0.9$). This indicates that the MEC algorithm is capable of effectively grouping genes in the same functional category according their expression levels. Moreover, the MEC algorithm achieves a higher adjusted Rand index even when the specified number of clusters is larger than the correct number (i.e. 4 in this case). The reason is that, when the specified number of clusters is larger than the correct one, the MEC algorithm could use the “extra” clusters to identify outliers and thus improve the quality of the final partition. In this yeast galactose data, the MEC algorithm identified two genes as outliers. One belongs to functional categories 2 (energy pathways, carbohydrate metabolism, and catabolism) and the other belongs to functional category 3 (nucleobase, nucleoside, nucleotide and nucleic acid metabolism). Further analysis on these outliers is in progress. For yeast cell cycle data, the MEC algorithm still works better than other methods. However, both the MEC algorithm and other methods achieved low adjusted Rand indexes. This does not necessarily mean that the MEC algorithm (and other methods) performed poorly, because the peak time may not be the best external criterion due to its lack of strong correlation with expression levels (or functional categories). It is used here (and in [30]) because no other external information is available about the subset of genes.

5. Conclusion

From an information-theoretic point of view, we propose the minimum entropy criterion for clustering gene expression data. We also generalize the criterion by replacing Shannon’s entropy with Havrda-Charvat’s structural entropy. With a nonparametric approach for estimating a posteriori probabilities, an efficient iterative algorithm is established to minimize the entropy. The experimental results show that our new method performs significantly better than $k$-means/medians, hierarchical clustering, SOM, and EM, especially when the number of clusters is incorrectly specified. In addition, our method can effectively identify outliers, which is very useful in practice. It would be interesting to extend this new algorithm to a subspace clustering method for finding clusters with different subsets of attributes (i.e. the bi-clustering problem). Besides, the presented idea could also be applied to supervised learning, although this paper only focuses on unsupervised learning.
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