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Abstract or get lost. Failed or damaged devices can introduce incon-
sistencies in determining the criticality of a situationdan
Wireless sensor networks are small, inexpensive and flexthus must be replaced to repair the network.
ible computational platforms, that have found popular ap-  Fajlures in the sensor network can be addressed by de-
p|icati0ns in various areas inCIUding environmental moni- p|oy|ng sSensors in |arge numbers (to increase redundancy);
toring, health care and disaster recovery. One fundamental and the network can therefore survive a few node failures.
question is how to place the nodes in the network so thatHowever, the computation, communication and deployment
complete coverage of the monitored area is achieved. Incosts increase with the number of sensors. Furthermore,
this paper, we use techniques from discrepancy theory thatthese assumptions only partially reflect the nature of real-
accurately represent the uncovered area using just a feworld sensor network environments. In practice, failures
discrete points, to make sure that every point in the network gre correlatedi(e., geographically). Correlated failures can
is covered by at least k Sensors, where k is calculated baseqead to reduced System re||ab|||ty Given the dynamic envi-
on user reliability requirements. Our technique is fullgdi  ronment, the limited resource capabilities and the uriigia
tributed, deploying a low number of sensors, and minimizesnature of the sensor devices, we are interested in develop-
the communication costs. Our experiments demonstrateing efficient and practicalestorationmechanisms that can
that our technique is highly effective in achieving arel@b  pe implemented in-network to identify repairs and restore a
restoration of a given sensor network area. sensor network to ensure reliable coverage. The fundamen-
tal question we want to answer in this paper Given an
area to be monitored, and an initial set of embedded sen-
1 Introduction sor devices, how can we determine the number of devices
required to restore the network to ensure that each point of

. the area is covered with at leaktsensors?
Embedded sensor devices have created tremendous op- ]
Previous research [9, 16, 23] has looked at the problem

portunities for a wide variety of application settings. ger A >
scale wireless sensor network deployments have emerge® (k=1)-coverage, where the question is how well a number
of sensors fully cover an area. The problenkedoverage

in environmental and habitat monitoring, agriculture,lttea X ‘
care, homeland security and disaster recovery missions [15'S fundamentally different because we need to achieve the
combined goal of-coverage and deploying the minimum

17, 21]. Different from general computer systems, the de- - .
ployment and management of sensor networks pose Signif_number of sensors. By requiring that each point of the area

icant challenges, mainly due to the uncertain nature of theMuSt be covered by at leastsensors rather than a single

deployment process as well as the limitations of the sensor$S€NSOr node, we provide fault tolerance and also prolong the
themselves. Wireless sensor devices are either placed marjifétime of the network. Recent solutions [22, 23, 24] have
ually at predetermined locations, or (in some environments'00ked at the problem of configuring an already deployed
where human intervention is not possible) the nodes have td'€Work or propose complex placement methods that are
be deployed randomly and they will remain unattended for €0Omputationally expensive to run on the sensors. Sensors
extended time periods. Once deployed, sensors are prone t8'€ resource limited; thus, it is essential to minimize the
failures due to manufacturing defects, environmental con- CoMputation overhead. Our objective is to implement a dis-
ditions (such as fires) or battery depletion. In such circum- tibuted, low-complexity, in-network solution that can be

stances, the data (e.g., sensors’ reports) may become stafén in the distributed sensor network to compute the best
possible placement of the nodes. We assume that new sen-

1-4244-0910-1/07/$20.0@)2007 |IEEE. sors can be deployed to the proposed locations by a human




or a mobile robot. Our algorithm can be implemented on and works by partitioning the sensor network into cells and
such mobile robots or on the sensor devices. We providerun our algorithms locally at each cell, solving a disk cever
a fast and efficient way of estimating a non-covered region ing problem. The goal is to covértimes each set of points
and determining the best locations for the new sensor nodeson the plane by a set of disks. This problem is known to
Restoringk-coverage is desirable in many practical applica- be NP-complete fok = 1 [14]. However, there exist vari-
tions: ous approximate solutions that run in polynomial time and
. ) o have a bounded error ratio [3]. DECOR uses such an ap-
1. As an example, consider anvironmental monitoring  yroximate method, to achievecoverage of the entire re-
application for wild-fires. Millions of acres of land  gion. \We illustrate that our approximation method can be
areas are destroyed due to forest fires every year. Ifgficiently implemented in a sensor network, while the run-
temperature-sensing nodes could be deployed to fully hing time of the algorithm is polynomial. The use of the
cover these regions, early warnings from sensors cangpqye technique is also the reason why our method can be
help preventing such infernos. Reliable restoration is \;seq poth to initially deploy a sensor network and to resume

important in these settings to identify and repair faulty ¢oyerage of partially covered areas that emerge as a result
sensors, and to filter spurious reports. of node failures.

2. Another example is the caseinfruder detection The
detection of an intruder in a surveillance sensor net-2  System Model
work often requires that the intruder should be detected

by more than one sensor devices. The ability of the  \we consider a set of, embedded sensor devices de-
network to detect the intruder and the accuracy of the ployed in a geographic are&. Examples of such devices
detection increases with the number of nodes monitor- 5,6 motes. We assume that sensors are static and homoge-
ing the area. In this application, restorikgoverage is neous. Each senser has asensing radius-; and acom-
essentigl in order to inc_rgase precision and apcuratelymunication radius-. (shown in Figure 1). The sensing ra-
determine the exact position, speed and direction of the gjys determines the coverage radius of the sensor. That is,
intruder. In [4] it is shown that such-coverage also  sensors; can cover any point located within a disc area of
improves the accuracy of such methods. radiusr, centered at sensef. The communication radius

3. k-coverage also increases the lifetime of the network, 7 Of @ node determines the set of nodes reachable fom
Whenk nodes are covering a point, we have the op- called 1-hop neighbors of;. In a heterogeneous network

tion of putting some of them to sleep or balance the deployment, the S.ensing and coverage radii of the sensors
workload among alk nodes. Thusk-coverage leads ~May vary, depending on the type of the sensors and on the

to significant energy savings and increases the lifetime 4&Ployment conditions. Our solution is designed to work
for the network. under such a setting, since the only assumption we make is

that the sensing radius is smaller than or equal to the com-

Our Contribution: In this paper we propose DECOR (DE- munication radius,(; < r.).
pendable COverage Restoration), a method to rediere There may be different degrees of coverage of a particu-
coverage in sensor networks. More specifically, given a lar point in a sensing field depending on the user reliability
user reliability requiremenkt for the degree of coverage, requirements. A poing of areaA is said to becoveredby a
our goal is to find the minimum number of sensor devices sensor nods; if and only if p’s distance froms; is smaller
and their location to restorie-coverage of an area partially than or equal ta-;. A point p is said to bek-coveredif
monitored by a sensor network, so that all the points in theand only if p is coveredby at leastk sensors of the net-
entire area are covered kysensor nodes. work. Alternatively, one can say thatis k-covered if it

We propose a distributed, low-complexity, in-network lies within the sensing radii of at leaktsensor nodes. The
mechanism that first determines uncovered regions in theareaA is said to bek-covered by a network of sensors if
sensor network field and then proposes the deployment ofevery point ofA is k-covered. Area coverage does not nec-
nodes to completely cover the area. It consists of the fellow essarily imply network connectivity. It has been shown that
ing novel components: (a) an efficient and accurate methoda necessary and sufficient condition to guarantee network
for representing an uncovered sensor area using techniquesonnectivity when full coverage is achievedyis> 2 - r,
from discrepancy theory, and (b) a distributed mechanism[22, 23, 19]. Although our solution does not rely on such an
for identifying a small number of nodes required to cover assumption to guarantee coverage, if this condition is met,
the sensor area and their locations. By representing the unthen our techniques also guarantéesonnectivity. That
covered area as a set of points, we can use efficient andneans, the network remains connected, evér-if sensors
simple algorithms for finding small sets of sensors to cover fail. This is a simple corollary of thé-coverage property.
the uncovered areas. Our mechanism is entirely distributed Let us assume an are& that needs to bé-covered.
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Figure 1. Sensing and Figure 2. The grid-based model Figure 3. The local
communication radius. for k=1. Voronoi cell of sensor  s;.

There can be two cases: either there is no current coverthis can be a natural disaster (like an earthquake). In such a
age of the area, or that the area is already partially coveredcase, the level of coverage of the region where the disaster
by an already deployed sensor network. The latter case camccurs is expected to dramatically drop, even to the point of
occur because sensor nodes are inherent to failures;gailur no coverage. The degree of coverage drop and also the af-
of some nodes can lead to loss of coverage of a region of thefected area depends on the size of the area where the failure
area. Failures are also the main reason that prevents us froroccurred, the level of coverageand also other factors such
using the simple solution of solving the coverage problem as the density of the nodes.

for £ = 1 and then placing: > 1 nodes at each position

indicated by the given solution: Besides the fact that plac- 3 DECOR

ing multiple nodes on the same position is sometimes im-

possible due to practical reasons, nodes are more likely to

suffer failures if a disaster happens in that specific anea. | In this section we describe DECOR, a DEpendable COv-
addition, such a solution would not be efficient in the case erage Restoration approach, for solving theoverage
where we need to restore the coverage of a partially cov-restoration problem in sensor networks. Nodes running
ered region. Next, we describe the node failure model we DECOR perform the following two steps: (1) Estimate the

considered. uncovered region, and (2) Identify a small number of sen-
sors and their respective location in order to achieeev-
2.1 Failure Model erage. Finding the optimatcoverage of the sensor area in

a distributed manner, requires the exchange of large num-
We focus on two types of failures: random node failures ber of messages among the sensors, which makes it diffi-
and geographical area failures. A number of conditions cancult to implement on resource constrained devices. Thus,
cause sensor node failures: hardware failures, battery dewe employ an approximate method to achiéveoverage
pletion, environmental conditions (such as fires, colldpse Of the entire region. Our approximation is shown to be ef-
buildings, animal movement), or malicious activity. Al- ficient, while the running time of the algorithm is polyno-
though sensors are also susceptible to packet loss and linknial. The value of the parametércan be tuned dynam-
failures, monitoring each point with sensor devices sig- ically to achieve the desired level of coverage required by
nificantly decreases the probability of loosing criticalada ~ the user. We make an assumption that the sensor nodes are
either GPS enabled or they are capable of finding out and
Random Node Failures: The nodes are failure-prone. repor_ting their respective positions to other nodes using a
We assume that multiple sensors can fail independently and?!gorithm.
concurrently and that all sensor nodes have the same failure
probabilityg. Thus, the probability that a point will be cov- 3.1  Architecture
ered by at least one sensor device, is computed asy”,
wherek is the user reliability requirement. The given region is partitioned into local regions called
cells. In each cell, sensors solve theoverage problem
Area Failures: During the lifetime of the network, the locally. We consider two schemes for partitioninGrid
nodes covering an area may fail altogether. A reason forbasedandVoronoi based



In the Grid basedscheme (Figure 2), the area is parti-
tioned into fixed cells, with a single node (the leader) be-
ing responsible for each cell. We propose a hierarchical
network organization in which a randomly elected leader

will represent each local cell. We assume that each sen-

sor knows its location, that communication is possible be-

tween any pair of sensors that lie in the same cell and that
the leader at least knows the geographical boundaries of its

cell. Each leader is responsible for identifying the uncov-
ered regions in its cell, decide where to deploy new node
and propagate its decision to the base station. We make th

assumption that there is at least one sensor in each cell t&
act as a leader. This is without loss of generality, because,

if an entire cell is empty, we can use a regular positioning
of sensors to cover it. A number of efficient, in-network

algorithms have been proposed to solve the leader electivow—discrepancy [20, 5].

problem [6, 11, 12]. The basic idea is to employ a random
selection of leaders and a rotation mechanism for leadershi

selection so that the energy dissipation experienced by thefrepancy points for dimensiaf) of the order ofO(

S ; . .
@as been studied extensively in the area of Monte Carlo

find for each point if it is covered or not, which can be
done easily locally.

2. The description of the uncovered area is also very sim-
ple: It consists of a set of discrete points.

However, the accuracy of the algorithm depends on how
well the chosen set of points approximate the area. The
problem of approximating a continuous measure such as
the area with a discrete measure such as a set of points

nd Quasi-Monte Carlo integration. It has been shown that
there exist sequences ?fdimensional points that approx-
imate the area much better than a random set of points
of equal cardinality. Such point sets are characterized by
For choosing a set of points to
approximate the uncovered region, we propose to use the

Halton and Hammersley generator which generates low dis-
logd N)
N

leader in communicating with sensors gets spread across thndO(lOgd%) respectively, when a random set of points

nodes in the cell. We can use any of the aforementioned al
gorithms to elect leaders. The leader selection algorithm i
performed periodically in the background.

In the Voronoi based schem@igure 3), each node;
constructs it own cell. The cell of a nodgis an approxi-
mation of its Voronoi cell. The Voronoi cell of; is a region,
for which, the following holds:

Definition 1. The local Voronoi cellV; of a nodes; is an
area, for each point of which, the distancé(p, s;) from

s; top is smaller than the distandgp, s;) of p to any other
node that has a direct link with.

An example of the local Voronoi celf; of a nodes; is
shown in Figure 3. The node can determine its local Voronoi
cell by considering location and coverage information ex-
changed with its neighbors. For each pginin its local
Voronoi cell, a nodeestimatesvhether it isk-covered or

not. Each time a new sensor node is placed, the placemeng

may affect the size of the Voronoi cells of some neighboring
nodes, in which case, the size of their cells will need to be
updated to reflect the node addition.

3.2 Estimating the Uncovered Region

We tackle the problem of estimating an uncovered region
by approximating the uncovered area using discrete points
Each node; maintains a seP; of points that approximates
the area of its cell. Instead of producing an actual descrip-
tion of the uncovered area, we produce an implicit descrip-
tion by finding a set of points that are not covered. This has
the following advantages:

1. The algorithm is simple and can be executed locally.

would haveO(y/°21e V) discrepancy.

Detection of uncovered areas is done by eliminating the
points from the point set in the node’s cell, which lie in
the coverage area of the previously placed sensor nodes so
that the remaining points give us roughly a close estimation
of all the uncovered regions in that cell. Whenever an un-
covered region exists, nodes running DECOR deploy new
nodes at the region’s boundaries. This is because of the
way DECOR works: Each node runs a greedy algorithm in-
dependently from other nodes, trying to place a new node
in such a position, so that it will cover as many uncovered
points as possible. As a result, the uncovered area desrease
until full coverage is achieved (until all the points are €ov
ered). Note that the size of the uncovered area does not
affect the running time of the algorithm on an individual
node. A leader node (in the case of the cell-based approach)
nly considers only the points in its cell, which is of prede-
ined size. Similarly, under the Voronoi-based approach, a
node is only responsible for the coverage of its Voronoi, cell
which in the worst case includes the points that lie at most
r. from the node. New cells are created by new node during
the recovery process. The new nodes then take care of the
newly created cells, gradually covering the entire unceder
region. DECOR is also able to detect uncovered areas re-
sulting from node failures. Node failures can be detected us
ing an algorithm like the ones proposed in [18].Neighboring
nodes periodically exchange meta-information about their
positions, with a period.. Once a node stops receiving
such messages from one of its neighbors, this indicates that
the neighbor has failed. The nodes do not need to be syn-
chronized to ensure this functionality. Under the griddzhs
approach of DECOR, leaders are able to detect failure of

In order to determine the uncovered area, we need toleaders in neighboring cells (since leaders are able to com-



municate). In the case that the leader of a cell in the grid- Algorithm 1 The DECOR algorithm

based approach fails, one of the following will happen: (1) et P, be the set of Halton points in the cell

The remaining nodes in the cell will elect a new leader. (2)  of nodes; with ky, < k

If no nodes exist in the cell, the leader of a neighboring cell \yhjle there is a poinp € P;

will place a new leader in the uncovered cell. selectpointp’ € P; such that benefit; ,,» is maximum
place sensos; at pointp’

3.3 Identifying New Sensor Locations

DECOR uses a greedy method in order to determine the

position of the new nodes to be inserted. In each iteration ofto compute the set of low discrepancy points for its entire
the algorithm, a node; examines its assigned cell for un- cell and then run the coverage algorithm. By tuning the
covered points. The points that are examined are the pointssize of the cell, we can reduce the region that each leader is
in P; (the Halton / Hammersley points the cell is approxi- responsible for, so that fewer computational resources are
mated with). If at least one uncovered point is found, the required. Furthermore, using a leader rotation algoritten w
node inserts a new nodg to one of the points iP;. The can periodically assign the responsibility of a cell's aeve
point p where the new node; will be placed, is selected age to a different node. Under the Voronoi based solution,
based on itbenefit b, ,. The benefib, , of a sensos; at the local Voronoi cell of each nodg consists of a subset
pointp is a value that estimates the usefulness of placing aof the points within distance. from the node. The cell size

node inp. Itis computed using the following formula: of s; decreases as more and more nodes are deployed, since
points assigned te; are re-assigned to new nodes, that lie
bjp= Z max{(k — k,),0} Q) within distancer,. from s; and with which,s; can establish
p':d(p ,p)<rs a communication link.

An additional step is required in cases where we need
to cover areas near the borders of the cells. A node may
falsely detect that points in its cell are not covered, while
these points may be covered by a sensor in a neighboring
cell. DECOR addresses this problem by having nodes ex-
change information with their neighbors regarding place-
ment of new nodes. In the grid based approach, a leader
determines whether a new node is also covering part of the
area of a neighboring cell. In such a case, before the inser-
tion of the new node it informs the respective leader of the
neighboring cell. This way, each leader is aware of points in
necessity to covey’ with a new node. By taking into con- its cell (_:ove_red by nod_es in neighboring cells. Note that_the
siderationk — k,, we try to cover first those points that are '€ader is still responsible for the coverage of these points
more urgent to be covered (since they are the least covered "€ location information about nodes in neighboring cells i
and the most possible to stop being covered on the evenPNly €xploited by the leader in order to avoid over-coverage
of a failure). The benefit; , of a nodes; placed at point of parts of its ceI.I. .L.Jnder the Voron0| bqsed approach, eaph
p is therefore an indication of the value of placiagat p. node can by deflnltlon communicate with nodes whose dis-
The algorithm works incrementally. At each step, DECOR t@nce is less than.. Sincer; < r., a node can accurately
chooses to place a new node at the point with the maximumestimate the coverage of each of its points.
benefit. The algorithm continues until all the points of the
area are covered by nodes. This way we ensure that a 4 Experimental Evaluation
minimal number of nodes will be used kecover the area.

The DECOR deployment algorithm run by a noges il- We performed a comprehensive set of experiments to
lustrated in Algorithm 1. evaluate DECOR. In our simulation, we deployed upo

An advantage of our distributed approach is that we min- sensor nodes oni@0 x 100 sensor network. The field was
imize the communication cost and the energy consump-approximated witti2000 Halton points (an example of such
tion, because we minimize the sensor to sensor communi=; field is shown in Figure 4). We also experimented using
cation. Under the grid based approach, a disadvantage i set of Hammersley points to approximate the field. The
that a leader needs to have enough computational resourcegsults were similar to the ones presented in this sectidn an

A node that runs the algorithm is either a leader in the geisell are omitted due to space limitations. The sensing radius of
approach or any regular node in the Voronoi approach. each node was, = 4 (the values ofr, andr. are simi-

In the above formulaj represents the coverage require-
ment, whilek,, represents theurrent coverage of point'.
In other wordsk,, is the number of nodes that are currently
covering pointp’. By placing sensos; at pointp, it will
also cover all pointg’ that lie within distance-, from p.
Therefore, the difference — k,/ is a measure of the neces-
sity to cover each point’. The bigger the coverage require-
mentk and the smaller the number of nodgs covering
p’, the more important it is to cover with a new node. On
the other hand, the smaller the coverage requireremd
the bigger the current coveragg of p/, the smaller the




lar to the ones used in [24]). In the grid-based approach,we have evaluated how DECOR works under random sen-
we evaluated DECOR using two different types of cells: a sor node and area failures.

small cell 6 x 5) and a big cell {0 x 10). Note that a

node with sensing radius, = 4 can almost entirely cover 4.1 Evaluation of Deployment Method

ab x 5 cell. This is not true for a0 x 10 cell though.

In the Voronoi approach, we chose two values for the com-

munication radiusr, = 2 - r, = 8 (small communication In the first experiment we evaluated DECOR under both

radius) and-, — 10- v/2 ~ 14 (big communication radius) Grid-based (small cell and big cell) and Voronoi based
© " (small communication radius and big communication ra-

The big communication radius was selected in correspon-". . X . .
9 P dius) architectures. In figures 7 and 8, our algorithm is

dence to the size of a cell under the grid-based based ap- luated in t f th q ired t hie
proach. Assuming that the cell sizefis< 5, then, the max- evaluated In terms ol tn€ hodes required to achiewev-

imum distance between two neighboring leaderisy/2. erage. Figure 7 shows the percentage of the points of the

Thereforey, = 10-v/2 is the minimum required communi- field that arek-covered for different number of sensors,

cation radius in order for the grid-based based approach tofor k = 3. Figure 8 shows the number of nodes required

function without the need of any routing mechanism for the Inr ordferr gﬁaihﬁvf-foveggelr?ftogf of the Tvonltor:ed
inter-leader communication. In all figures, the average Of;e?DECORe € hi \‘;"Zes v r oin caseri, I ﬁ %‘:‘b ?eef
5 runs, each one on a randomly generated field, are shown, a achieves-coverage using a smalfl number o
Figure 5 shows an example of the resulting DECOR deploy- hodes. DECOR tries to distribute nodes in the field as fairly
ment. Figure 6 shows an example of an area failure which as possible, first trying to cover the areas where_ coverage
we used in our simulations. We evaluated our approach us-> too low. When there are not enough nodes, this strategy
ing the following metrics: results in a lot of points being covered by at least one node,
' ensuring the best possible coverage under the given condi-
e The total number of nodesequired to restore:- tions. On the other hand, when enough nodes are available,
this strategy ensures thatcoverage will be reached for ev-

coverage of all the points in the area. Since Halton int as fast ol A o 7
and Hammersley points accurately represent an area,ery point as fast as possible. S W€ can see In figures

this is actually the number of nodes required to cover and 8, the centralized greedy algorithm has better perfor-
100% of the area: times mance than any DECOR approach. This is expected, since

DECOR is a distributed algorithm, that only requires local
e The number of nodes that aredundant A node is information on each node. However, as shown in figures 7
considered to be redundant, if it does not contribute to @nd 8, the performance of DECOR is similar to that of the

the coverage of the area. By eliminating this node, we gentralized greedy algorithm, when it is appropriately—con
would still achievek-coverage. Redundant nodes are figured. For example, fok = 4, the centralized approach

identified at the end of the algorithm execution. The is shown to achievé-coverage of the entire field usings
number of redundant nodes should be minimal. nodes. Under the Voronoi approach, DECOR can achieve

the same coverage using as fewgas nodes (about3%
e The coverage of the network achieved by our algorithm more than the centralized algorithm, under the Voronoi ap-
when failures occur. We have evaluated DECOR under proach). Under the grid-based approach with:a 5 cell,
both random node failures and area failures. the number of nodes required1i$96 nodes.
In the next experiment we measured the percentage of
We have compared DECOR with a (Dentralized nodes that are redundant, shown in Figure 9. A redundant
greedy algorithmthat uses the same heuristic as DECOR node is pure overhead: It is a node that does not cover any
to identify the locations of the new nodes but using a global point that needs to be covered. Covering such a point with
view of the field. The centralized greedy algorithm is ex- an additional node is not beneficial since the point is al-
pected to result in a more efficient placement than DECOR.readyk-covered. So, if the number of redundant nodes is
However, having global knowledge of the field is not pos- high, a lot of resources are wasted. The figure shows that in
sible in many cases. We also compared DECOR with athe Voronoi based architecture, increasing the communica-
(2) random placement algorithrthat places the nodes at tion radiusr. results in substantial decrease in the number
random positions in the field untll coverage is achieved. of redundant nodes. This is expected, since increasing
DECOR requires no centralized authority and each nodemeans that each node is informed for a larger area. Thus,
only needs minimal information about its neighborhood. more accurate data can be gathered for the coverage of the
We have evaluated DECOR under both Grid-based andarea. For the grid-based approach, increasing the cell size
Voronoi-based architectures. We have performed two setsresults into an increase of the number of redundant nodes.
of experiments. In the first set, we evaluated the deploy- Although this seems counter-intuitive, it can be explaiasd
ment method of DECOR. In the second set of experimentsthe number of redundant nodes is analogous to the length of
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Figure 4. A field approxi- Figure 5. An example of the re- Figure 6. An uncovered
mated with 2000 points. sulting DECOR deployment. area.
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the sides of the cell. The random deployment is the most in-grid-based approach, a leader is responsible for informing
efficient of all. It was shown to emplo}500 (whenk = 1) all its neighbors about any node that is placed in its region.
to 3000 (whenk = 5) redundant nodes. The centralized Thus, the bigger the cell size, the more the messages that
greedy solution on the other hand, resulted in no redundantneed to be sent by a leader. Similarly, under the Voronoi
nodes. This is expected, since the algorithm is centralizedapproach, the number of messages needed to be sent by a
and employs global knowledge about the field. However, node upon placement, is analogous to the communication
when configured appropriately, DECOR does not waste tooradiusr,. In order to balance the load among many nodes
many resources either. In the case of the Grid approach within the cell (in the grid based approach), we assume the us-
a big cell and the Voronoi approach with a big communica- age of a leader rotation algorithm, under which, every node
tion radius, the nodes have enough information about thein each cell periodically serves as the leader of the cell. In
field, so that they place a few or no redundant nodes at all. that case, the responsibility of sending update messages is
The message overhead of DECOR is shown in figure 10.shared among all the nodes in the cell. The average number
For the Voronoi approach, the figure represents the numbermnf messages sent per node when a leader rotation algorithm
of messages sent by each node, since there is one node pé& employed, was about 4 messages per node when the cell
cell. For the grid-based approach, the number of messagesize was small and 2 messages per node when the cell size
per cell is the number of messages sent by a leader of thevas big. Also, the number of messages was constant, inde-
cell. The number of messages sent by a node is an indi-pendently of the coverage requirementThis is expected,
cation about the energy dissipation of a node. Under thesince the total number of nodes employed in the grid-based
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Figure 9. Percentage of redundant nodes vs. Figure 10. Message overhead of DECOR.

k.

approach increases proportionally withThus, the burden
of message transmissions is shared between more nodes.

4.2 Evaluation under Failures 40 ¢

—+— Grid (small cell)
—>-— Grid (big cell)

Voronoi (small r.)

Percentage of covered points

20 K T
: : g~ Voronoi (big r)
A benefit of k-coverage is that the sensor network can T Contralized
©

withstand node failures and keep the area monitored in the o L, Random ‘ ‘ ‘
event of such failures. In this section we present our ex- 0 5 10 15 20 2% 3
perimental results under nodes failures, that occur dfter t Percentage of nodes failed

network is fully deployed. Unless otherwise stated, the
node failures in this section are assumed to occur uniformly
across the nodes of the network.

In the first experiment we observe the performance of
the deployment algorithms fdr = 3, when a randomly se- Next, we performed experiments that feature the failure
lected subset of up t80% of the deployed nodes fail (Fig- of the nodes in an entire region of the monitored area. We
ure 11). A set of nodes deployed under the grid-based ap-assume that a sudden event, like natural disaster destroyed
proach is shown to tolerate more failures than a set that wasall the nodes in a region covered by a disc of radlds
deployed under the Voronoi approach. Overall, DECOR This means that the disaster affected alig¥t of the area.
adds the redundancy that is needed in order to provide betteAn example of such a phenomenon for= 1 is shown
fault tolerance than centralized greedy algorithm. The ran in Figure 6. As a result, the affected area remains uncov-
dom deployment algorithm is shown to tolerate more node ered. Figure 13 shows to what extend is coverage main-
failures. However, it uses abodttimes more nodes than tained throughout the area. As expected, the percentage
any of the other methods and resultd into 20 times more of k-covered points is the same for all deployment algo-
redundant nodes. So, fault tolerance is too expensive un+ithms. In such a case, what matters is the quick restoration
der the random deployment. In Figure 12, the maximum of coverage. To ensure detection of failures, nodes under
percentage of random failures that can be tolerated in or-DECOR exchange messages periodically. Figure 14 shows
der to preserve coverage of at le@8% of the network, is  the number of nodes needed in order to recover coverage of
presented. It is shown that, dependinglrDECOR can  the disaster area. The random placement neededif506t
withstand failures of up tG5% of the deployed nodes and to 3000 nodes, being most inefficient. DECOR is shown
still cover90% or more of the area with one or more nodes. to need25% to 50% more nodes than the centralized al-
Again, a larger value fok makes significant difference. In  gorithm. Fork = 5, the centralized algorithm uses about
fact, 1-coverage 090% can be achieved fot > 2, even 250 nodes to cover the uncovered area. The grid-based ap-
when 30% of the nodes fail, while fok > 3, the perfor- proach uses abogdo (small cell) and270 (big cell) nodes.
mance of DECOR is equal to or better than the performanceThe Voronoi version of DECOR demonstrates better perfor-
of the random deployment, despite the large number of re-mance, usin@70 (smallr.) and250 (big r.) nodes. In ad-
dundant nodes employed by the latter. dition to that, one should consider that under the grid-thase

Figure 11. 3-coverage under random failures.
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Figure 12. Maximum allowed failures for 1- Figure 14. Number of nodes required to re-
coverage of 90% of the area. cover coverage of a failure area.
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g ! The coverage problem has also been discussed in [13].
g 8y The authors solve the problem of best-coverage path be-
g tween any pair of sensor nodes using Delaunay triangula-
g 6o0r ] tion and the Voronoi diagram. They assume a centralized
§ control server, where nodes are connected using a gate-
& o Grid (small cell | way. Their approach may not be feasible for a large net-
5 ol x. Voronorsmalry | work where nodes are scattered over multiple hops. In [10],
3 2 Loronal (big o) the authors propose a mechanism to determine the appro-
o L6~ Random ‘ ‘ priate number of sensors to deploy that achidvesverage
1 2 3 4 5 of protected regions and in addition improves the lifetime

i t k . .. . .
coverage requiremen of individual sensors. They consider three kinds of deploy-

ments for a sensor network on a unit square yanx /n
grid, random uniform sensor distribution(for all n points)
and Poisson distribution(with density n). Different fronro
work, they do not propose any placement algorithm for the

sensor nodes.
approach, extra overhead is incurred due to the factthatthe 1no authors of [1] consider the problem of-

leaders of the cells in the failure area have failed. So, the
fraction of the cost of the grid-based approach to the cost of
the Voronoi based approach in such a case is high.

Figure 13. k-covered points after an area fail-
ure.

connectivity on a sensor network. They present an algo-
rithm that solves this problem with provable performance
guarantees. The problem of maintainikgindependent
paths between any two nodes of a sensor network is also an
5 Related Work important problem. In [24], the authors consider the com-
bined problem of-coverage and&-connectivity. The solu-
Recent research has studied the problems of 1-coverag&on they propose involves the computation of Voronoi dia-
andk-coverage in wireless sensor networks. The authors ingrams from independent sensor nodes. Their method does
[8] formulate this problem as a decision problem and deter- Not require any central authority. However, important im-
mine whether every point in the service area of the sensorplementation aspects, such as the computation of the re-
network is covered by at leakpre-defined sensors. In[16], quired local Voronoi cells are not discussed. Furthermore,
an algorithm is proposed fdr = 1 coverage in which they  their approach requires a great amount of information ex-
use a centralized control server and nodes are connected u¢hange among the nodes, like connectivity and coverage
ing a gateway. Different from our work, the authors have data. The solution is rather complex to be implemented on
assumed a simpler problem, the problem of efficient cov- computationally limited sensors and requires an excessive
erage of an area with base stations. Typically in a sensoramount of communication among the nodes of the system.
network, the number of sensor nodes is significantly higher Our solution is much more appropriate to be applied in a
than the number of base stations. Also a base station has &&nsor network environment.
broader coverage capacity compared to tiny sensor devices. The OGDC method [23] maintains both coverage and



connectivity in wireless sensor networks, for the special

(6]

case oft = 1. OGDC assumes that the transmission range

of a node is much larger than the sensing range.
thors of PEAS [22] consider recovery from unpredictable

The a

u-
(7]

node failures in wireless sensor networks. PEAS recovers

failures by using a randomized algorithm to wakeup sleep-

8

ing nodes. However, PEAS only considers coverage for
k = 1 and does not propose any placement algorithm.

An algorithm to configure an already deployed sensor
network is presented in [19], offering both coverage and
connectivity. However, it cannot be applied for the deploy- (10]
ment of new nodes, as our approach. The authors in [2]
propose an algorithm that extends the network lifetime and [11]
maximizes coverage with a user-defined number of sensors.
This work examines the inverse of the problem addressed by
DECOR. Additionally, the algorithm configures an already
existing sensor network, rather than proposing the place-[12]
ment of new nodes, as DECOR does. In [7], H-SEND, a
system to monitor and re-configure a sensor network in or- 13]
der to repair errors is presented. H-SEND addresses nodé
failures due to software errors. However, it does not attemp
to deploy new nodes in the event of node failures.

6 Conclusions

(9]

(14]

(15]

In this paper we have studied the problem of restoring the
coverage of a geographical region in sensor networks using
a minimum number of nodes. The coverage problem has [16]
many practical applications in environmental monitoring,

surveillance and disaster recovery. Our mechanism, using
techniques from discrepancy theory, computes the number

(17]

of extra sensor nodes required to completely cover the given
region. Our approach is unique in that it can be applied in a [18]
distributed manner by dividing the region into various gell
and applying the algorithm in each of the local cells. We
have demonstrated through simulations that our techngjue i [19]
effective in achieving coverage restoration of a given area
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