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Abstract

As the amount of available digitally encoded music
increases, the challenges of organization and retrieval
become paramount. In recent years, an active re-
search community has embraced these challenges and
made significant contributions in the problem space.

This paper attempts to summarize the current con-
ceptual state of music (as contrasted with the more
general term “audio”) data mining and retrieval.

1 Introduction

Since the invention of the compact disc by James Rus-
sell in the late 1960’s [6] and it’s mass-market release
in the early 1980’s1, consumers have stored music pre-
dominantly in the digital domain. The development
and wide-spread adoption of psychoacoustic encod-
ings such as MP3 [29] and OGG Vorbis [34] have en-
abled large collections of music to be easily accessible.

As with other media, as the amount of available
digitally encoded music increases, the challenges of
organization and retrieval become paramount. In
recent years, an active research community has em-
braced these challenges and made significant contri-
butions in the problem space.

This paper attempts to summarize the state of mu-
sic data mining and retrieval research as focused on
challenges such as content-based-query, feature ex-
traction/similarity measurement, clustering and cat-
egorization. While familiarity with data mining and
information retrieval concepts is assumed, all re-
quired musical background is provided herein.

The rest of the paper is organized as follows; Sec-
tion 2 motivates the problem at a high level, Section
3 briefly provides musical background relevant to the
topics discussed, and Section 4 describes the charac-
teristics of various digital representations of music in
common use - including a brief introduction to psy-

1For an interesting history of the compact disc starting in
1841 see http://www.oneoffcd.com/info/historycd.cfm

choacoustic models. Section 5 outlines the various
forms of query which retrieval systems attempt to fa-
cilitate, Section 6 discusses work done on the problem
of content based query, including similarity measures
and feature extraction, and Section 7 revisits some
similar issues while looking at the state of catego-
rization and clustering. Finally, Section 8 poses some
open questions and concludes the paper.

2 Motivation

“Voices.” The founder from Los Angeles
was staring at Case. “We monitor many fre-
quencies. We listen always. Came a voice,
out of the babel of tongues, speaking to us.
It played us a mighty dub.”

“Call ’em Winter Mute,” said the other,
making it two words.

Case felt the skin crawl on his arms.

...

“Listen,” Case said, “that’s an AI, you
know? Artificial intelligence. The music
it played you, it probably just tapped your
banks and cooked up whatever it thought
you’d like...”

– William Gibson; Neuromancer, 1984

As the size of the digital music collection avail-
able to an individual grows, their ability to directly
organize and navigate the collection diminishes. In
addition to currently possible queries based on ob-
vious meta-data (such as artist, title, and genre), it
becomes increasingly valuable to be able to express
high-level queries such as “find me other songs in my
collection similar to the one I’m listening to”, or “I’d
like a coherent play list of light jazz, instrumental
blues, and ambient techno.” 2

2Work described in [24] can almost answer this query today,
but relies on high quality meta-data not generally available.
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For music professionals - musicians, foley artists,
producers and the like - the ability to rapidly and ef-
fectively search a music database to find the “right”
piece of music for their current requirements is sub-
stantively similar. (While not strictly on topic for this
survey, [33] provides an overview of a system called
SoundFisher which does for “simple” audio many of
the things discussed here for music.)

From a commercial perspective there are already
companies attempting to leverage results in this
space, including Hit Song Science [1], which uses
“spectral deconvolution” to compare submitted mu-
sic with a database of top 30 hits to deliver a rating
which they claim represents the likelihood of the sub-
mitted song being a hit. Relatable [5] offers “TRM”
- an audio fingerprinting technology which reports to
be “based on an analysis of the acoustic properties of
the audio itself.”

Commerce ventures such as Amazon.com and the
recently launched Apple iTunes music store have de-
ployed collaborative filtering in an effort to match
buyers to music - they would view much of this work
in the context of enabling consumers to locate artists
and albums which are similar to works for which they
have already expressed an affinity.

3 Music Background

3.1 Types of Music

Music is often divided into three categories based on
the amount of concurrency present:

1. Monophonic: music in which only one note
sounds at a time. Very little “real” music fits
into this category, but [14] discusses a method
whereby more complex music can be decomposed
into several correlated monophonic scores.

2. Homophonic: music in which multiple notes
may sound at once - but all notes start and fin-
ish at the same time. The left hand of a piano
performance, or folk guitar performance, is of-
ten homophonic - producing chords rather than
a series of individual notes.

3. Polyphonic: the most general form of music, in
which multiple notes may sound independent of
each other.

4 Digital Representation of
Music

There are several digital representations of music in
use today. These representations can be ordered in
terms of the amount of musical structure they re-
tain, as well as their fidelity - or ability for faithful
reproduction.

Symbolic formats, such as MIDI [2], represent
music at a relatively high level - encoding information
such as note durations and intensities. It is impor-
tant to note that a MIDI file doesn’t contain audio
data, rather it contains instructions for synthesizing
instrumental audio. A large amount of musical struc-
ture is captured, but the resulting representation is
unable to capture the nuance of live performance.

Sampled formats, such as Pulse Code Modulation
(PCM), represent music, or any other analog data, by
periodically sampling the data, quantizing the sam-
ple, and encoding the quantized value digitally.

Required parameters are the sample rate, ex-
pressed in cycles per second, and bits per sample.
PCM is unable to explicitly represent any musical
structure By Nyquist/Shannon’s sampling theorem,
however, it is possible to faithfully represent the tar-
get signal provided the sample rate is at least twice
the maximum frequency to be captured. Some re-
searchers, such as Dannenberg and Hu [13], have ex-
amined the problem of rediscovering musical struc-
ture in unstructured formats.

By far the most common sample rate is 16bit
44.1kHz, as used by compact disc, though other sam-
ple sizes and rates, such as 24bit 48kHz are also used
(by Digital Audio Tape, for example).

Additionally, compressed formats, such as MP3
and OGG Vorbis, which use psychoacoustic models
(see Section 4.1) of human hearing to discard irrele-
vant or imperceptible data from a PCM bit stream
and produce a perceptually comprable, but distinct,
bit stream significantly smaller than the “raw” PCM
data. Note that while decoding a compressed source
results in a PCM stream, it does not produce the
input PCM bit-for-bit. Because of the lossy transfor-
mation performed by these encoding schemes, it can
be argued that they retain even less of the original
structure than the input PCM.

4.1 Psychoacoustics

Broadly, psychoacoustics is the study of human au-
ditory perception, [23] gives a brief overview which
is adapted here, and [12] has additional information
and exposition.
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The two main properties of the human auditory
system which factor into psychoacoustic models are:

1. limited, frequency dependent resolution

2. auditory masking

4.1.1 Limited Resolution

Empirical results show that the human auditory sys-
tem has a limited, frequency dependent resolution.
We can hear sounds between 20Hz to 20,000kHz
(hence the 44.1kHz compact disc sampling rate -
slightly greater than twice the maximum audible fre-
quency).

Further - results show that the audible frequency
range can be divided into a number of “critical bands”
- within which a listener has difficulty distinguish-
ing the frequency of sounds. These critical bands
are referred to as barks after the scale created from
the empirical measurements. The bands range from
very narrow (100Hz) at low frequencies to very wide
(4kHz) at high frequencies and are non-linear.

4.1.2 Auditory Masking

Empirical results also show that when a strong au-
dio signal is present, humans are unable to hear weak
signals in it’s temporal and spectral “neighborhood.”
This masking caused or experienced by a given sig-
nal is highly dependent on the critical band in which
it falls. This behavior is the basis for lossy audio
compression algorithms, though different algorithms
exploit these factors in different ways.

5 Query Modes

In [27], Selfridge discusses the key differences between
querying a music collection and querying a text col-
lection - stating that most useful music queries will
be “fuzzy” - and concluding that “these subtleties
beg for suitable ways of searching which are likely as
heterogeneous as the repertories themselves.”

A few predominant query mechanisms have
emerged from the literature:

1. Meta-Data based Query - simple queries based
on meta-data rather than on musical content.
Examples include query by title, author, genre,
etc. The key challenge in this case is obtaining
(or generating) and maintaining objectively ac-
curate and correct meta-data.

2. Content based Query - more specifically referred
to as “aural query” [8], “query-by-humming”

[17], “sung query” [18] and “query by melody”
[28]- given a (short) sample, return pieces con-
taining, or similar to, the input. Key challenges
include signal processing, in the case when the
input is hummed or sung, to feature extraction
and determining similarity.

Additionally, browsing, or exploration is recognized
as a legitimate mode of use. Save for few exam-
ples, such as [25], which describes the implementa-
tion of a system intended sole for exploration; and
[22], which focuses on visualizing music archives via
self-organizing maps, there exists little work on ex-
ploration per-se. Rather browsing is often mentioned
in the context of similarity, clustering and categoriza-
tion work.

6 Content Based Query

The ultimate goal of a music query system is to be
able to return subjectively meaningful results to simi-
larity queries. In general this is a hard problem when
dealing with highly dimensional data, it is even more
so when dealing with music.

In many respects, feature extraction and the re-
lated problem of similarity measures are crux of the
content based query problem. While human hearing
is becoming a solved problem at the level of psychoa-
coustics, higher order understanding - “listening” -
is still very much an open question. A small num-
ber of “machine listening” groups, such as the one at
the MIT Media Lab [3], have begun attacking these
problems.

While music can be though of as a time series, it’s
extraordinarily high dimensionality (a single PCM
stream of a 5 minute song at cd quality has over 13
million samples) seems to preclude directly treating
it as such. Hence, techniques for dimensionality re-
duction are key to efficient mining of musical data.

Additionally, while no explicit references were
found in the research literature, the adoption of
psychoacoustic based compression algorithms further
complicate the matter. Two decoded encodings of
the same input source can differ substantively. As a
simple example, the two encodings could be at dif-
ferent bit-rates - causing more interpolation to occur
during decoding.

More subtle variations are possible as well; differ-
ent implementations of the psychoacoustic model will
cause different information to be discarded during en-
coding - so the PCM streams that result from de-
coding encodings of same source using two different
encoders, even at the same bit rates, may vary dra-
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matically. Hence dimensionality reduction techniques
must be robust to these factors.

Attempts to capture and quantify features suitable
for use in similarity comparisons range from signal
processing techniques - such as tempo and beat de-
tection and analysis [26] - to attempts to leverage
higher-order information such as tempo/rhythm and
melody [31]. We examine a handful of the more no-
table efforts here.

In [32] Welsh et. al propose a set of admittedly ad-
hoc features which they use to decompose a collection
of 7000 songs, stored in MP3 format, into 1248 fea-
ture dimensions. They choose to represent a song by
it’s tonal histograms and transitions, noise, volume,
and tempo and rhythm. They discuss their results
and point readers to an on-line jukebox into which
they have incorporated their work. Unfortunately,
that on-line jukebox is no longer accessible.

In [7] Aucouturier and Pachet propose a similarity
measure based on timbre3 and evaluate it’s perfor-
mance in a content based query setting. They then
conclude by proposing that similarity measures are
not useful individually, but only useful in their inter-
section - when multiple measures are juxtaposed.

Burges, Plat and Jana discount the use of what
they call “heuristic audio features,” and propose a
dimensionality reduction technique called Distortion
Discriminant Analysis in [10]. They demonstrate the
ability to identify audio clips in an audio stream
against stored audio with good accuracy.

To further complicate attempts to use more high-
level characteristics, acts which human listeners per-
form intuitively - such as determining what instru-
ment created a given sound, or identifying a singer
by their voice, turn out to be quite difficult.

A fairly early step toward sound source recognition
was taken by Ellis in [15], when he described a psy-
choacoustic model for detecting events in an acoustic
signal that a human listener would perceive as differ-
ent objects. While the system was admittedly ad-hoc
and problem specific, it served as the foundation for
future, more general, work.

In [9] the author discusses training a computer to
recognize sounds created by two specific woodwind
instruments (oboe and saxophone) and compares her
results to human listening tests. More generally, [20]
examines the acoustic characteristics of instruments
which might be suitable for source recognition, and
[21] builds a theoretical basis for performing sound
source recognition and describes a system which can

3defined as “...that attribute of auditory sensation in terms
of which a listener can judge that two sounds similarly pre-
sented and having the same loudness and pitch are dissimilar.”

listen to a recording of an instrument and classify it
as one of 25 known “non-percussive orchestral” pos-
sibilities.

In [19], Kim and Whitman propose a voice-coding
based technique for identifying the singer in pop mu-
sic recordings. Their initial results are better than
chance, but in their words “fall well short of expected
human performance.” They conclude the work by
enumerating possibilities for improving the accuracy
of their technique.

7 Categorization and Cluster-
ing

A related but distinct problem in the music retrieval
space is that of classification and clustering. As in the
case of the query problem, clustering can be based
on intrinsic or extrinsic characteristics. We will focus
primarily on the intrinsic case in this section.

In general the clustering and classification problem
overlaps significantly with the content-based query
problems discussed in Section 6. After applying a
suitable dimensionality reduction to the input music
data, the results are clustered or categorized by tra-
ditional methods such as hierarchical or partitional
clustering, K-means, etc. Here we look at a selection
of the more novel or influential contributions.

In [11] the authors break a bit from the traditional
mold and present a scheme for classifying folk mu-
sic into known categories (corresponding to the songs
country of origin) using hidden Markov models. They
compared their classification technique using four dif-
ferent representations of the melodies - which were
obtained in highly structured symbolic formats called
**kern and EsAC. While interesting, the reliance on
highly structured input data diminishes the value of
this as a general purpose technique.

Foote, in [16], presents results from using a “su-
pervised tree-based vector quantizer trained to max-
imise (sic) mutual information (MMI).” Notable in
this approach is it’s complete disregard for percep-
tual criteria - it is complete data driven, and (unlike
the aforementioned work using hidden Markov mod-
els) computationally efficient. The presented results
are graphically well clustered, but no claims are made
as to the subjective correctness of the produced clus-
ters.

Tzanetakis et. al use a 17-dimensional feature vec-
tor composed of 9 so-called “surface features” and
8 rhythmic features to automatically classify music
into genres in [30]. They include information on two
different user interfaces built on their proposed tech-
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nique - one called “GenreGram” which provides a
dynamic real-time display of the current classifica-
tion probabilities during on-line classification, and
one called “GenreSpace” which allows the user to
navigate through a 3 dimensional reduction of the
feature space.

In [22] Pampalk et. al present Islands of Music,
a system which uses self-organizing maps (SOMs)
as the interface to visualize and explore the clusters
created by their proposed feature extraction scheme
which incorporates specific loudness and rhythm pat-
terns as inputs to determine similarity. While the
scheme works as designed, the choice of similarity
metric often results in unintuitive clustering decisions
on the 259 element input set. Additionally, it is un-
clear if the SOM approach will meaningfully scale to
more realistic collection sizes.4

8 Conclusion

We have attempted to present an introductory
overview of the state of data mining and informa-
tion retrieval as applied to digital representations of
music. While the psychoacoustic model of human
hearing is getting closer to being a solved problem,
the higher order comprehension of music is far from
being so. Ironically, it is precisely this higher order
understanding which we would most like to exploit in
managing large music collections.

An interesting, and seemingly unexplored ques-
tion is the effect that various psychoacoustic encoders
have on the similarity metrics which have been pro-
posed to date. While a single individuals collection
may be encoded with a single implementation of the
encoder, it is unlikely that large collections - such
as the 300,000 titles offered by on-line music service
PressPlay [4] would have that characteristic. Given
that, how should one best insulate their similarity
metrics against the differences in encoded output? It
may be the case that psychoacoustic similarity met-
rics are fairly immune to these differences, but that
requires empirical verification.

While progress is being made in the areas of fea-
ture extraction, similarity measures, and categoriza-
tion and clustering - the ultimate goal of imparting
some semblance of “musical appreciation” to our soft-
ware systems seem far off.

4The current authors personal music collection consists of
over 2900 tracks - an order of magnitude more than the sample
set in this work.
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