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Aim and Objectives of the Project.

Wireless MODEM at 950 MHz for Digital Communications.

The project Digital Wireless Communication is a continuation of our efforts from the fourth semester to enable wireless connectivity between Personal Computers. In the fourth semester we successfully enabled Infrared based digital data communication. Inspired by our success we decided to venture further into the world of Radio Waves. Thus our new objective for fifth semester is “Wireless MODEM for 950 MHz Digital Communication”. 

This project involves modulating digital data into radio waves at 950MHz and transmitting them without wires, i.e. through the ether. The modulation is to be such that it is simple and also ensures immunity from noise and interference as well. Frequency Shift Keying (FSK) is the ideal modulation for our requirements. 

At the receiver side we chose quadrature demodulation as it ensures fast response, leading to a faster data rate, than can be achieved by conventional methods.

The design is based on the advanced Wireless Transceiver Chip TRF 6900A from Texas Instruments, USA.

Some design cues were taken from the Chipcon CC 400 Demonstration boards available in the institute.

A Brief History of Radio Waves

Before getting onto the actual project details we would like to introduce the concepts behind wireless data transmission.

Since the earliest times, man has found it essential to communicate with others. Developments in communications technology have always been driven by the need for information to be distributed in the shortest possible time. It may come as a surprise, but using wireless data technology made the earliest forms of communication. Long before the telephone was invented by Alexander Graham Bell in 1876, people were using wireless data communications. Many tribals used smoke signals to communicate over long distances and messages could be passed along between a number of people spread over a considerable distance. Sailors were using semaphore with Morse code, to communicate between ships or to the shore. Long distance communications were accomplished by using carrier pigeons to deliver written messages. 

The first practical radio communication was demonstrated by Guglielmo Marconi when he made the first transatlantic wireless communication in 1901 using Morse code to transmit messages. The technology of microwaves grew from the technology of radio.  Many people in many nations made important contributions to “wireless telegraphy,” as radio was known in the early 1900s.  But most historians agree that the single individual who played the most important role in transforming a laboratory curiosity into a major global business was Guglielmo (pronounced “gool-yell-moe”) Marconi (1874-1937). Marconi began experiments with Hertz’s waves on his father’s estate in Italy in 1895.  In 1901, he arranged a demonstration of wireless telegraphy across the Atlantic, and confirmed that radio signals could travel beyond the horizon.  Most physicists at the time believed they could not, but once Marconi demonstrated that they could, Arthur E. Kennelly (1861-1939) at Harvard and Oliver Heaviside (1850-1925) in England proposed that a layer of ions (charged atoms and molecules) high in the atmosphere might reflect radio waves back to earth.  This layer became known as the ionosphere.  Marconi shared the 1909 Nobel Prize with German radio researcher Ferdinand Braun (1850-1918) for their discoveries in radio. 

At first, it was thought that only very long radio waves, a mile or more in length, were useful for long-distance transmission.  But several things happened to change that.
In 1907, inventor Lee De Forest (1873-1961) patented a device he called an “audion.”  This was the first vacuum tube that could amplify signals.  Until then, a radio wave was never stronger than it was when it was first broadcast from the transmitter. Vacuum tube made it possible to strengthen weak radio waves indefinitely. 

Reginald A. Fessenden (1866-1932), a Canadian-American engineer and researcher (and rival of De Forest’s), was one of the first to demonstrate in 1906 that sound waves (voice and music) could be transmitted by radio as well as the dots and dashes of the Morse code. 
World War I (1914-1918) accelerated the development of vacuum tubes and other radio technology.  Although it seems that the first military use of radio was in the South African Boer War (1899-1902), many nations involved in World War I spent millions of dollars on research and production of radio equipment.  After the war, amateur radio operators and others benefited from these developments.

Radio broadcasting began around 1920 when amateurs began to play music over their transmitters and make news reports to fellow amateur listeners.  To nearly everyone’s surprise, radio broadcasting and listening became tremendously popular, and hundreds of stations went on the air during the 1920s in the U. S. alone.  The need for inexpensive, reliable radio receivers that the average homeowner could use led to improvements in radio technology.

Finally, armed with improved equipment, both professional researchers and radio amateurs found that short waves could travel around the world as well or better than longer waves at certain times of the day and the year.  These short waves were between about 300 and 30 feet long (in metric units, 100 meters down to 10 meters).  Their frequency was between 3 MHz and 30 MHz. (The shorter a wave is, the higher its frequency, and multiplying the frequency and the wavelength together gives you the speed of light.)  Amateurs found that with an inexpensive transmitter putting out only a few watts of power, they could talk halfway around the world. But it took improved vacuum-tube equipment to make use of the shorter waves.

The usefulness of short waves made some researchers curious about what awaited them at wavelengths shorter than 10 meters (higher in frequency than 30 MHz).  Throughout the 1930s, scientists and engineers began experiments with what they called “ultra-short waves” or “micro waves.”  But since there were not any commercial applications of these waves, they stayed mostly in the laboratory until the beginning of World War II.

Wireless Data Communications

We can define wireless communication as any form of communication without using wires (or fiber optic cable). Data communication means transmitting information that is not in the form of speech. Radio (or radio frequency) is the part of the electromagnetic spectrum that has a frequency lower than that of infrared light.

The advent of computer communications has led to very high-speed data links of thousands or millions of bits of information per second over large distances. The data transmitted can represent many different types of information including voice channels, full-motion video and computer data. The most common use of radio data communication today is the microwave link, which provides high-speed communications without underground or overhead cables and is a primary mechanism for carrying long-distance voice traffic.

The convergence of hardware, software, communications and wireless technologies will ensure that information and services will be available to computer users at all times, in all places. Many different wireless communication technologies currently support hundreds of services.

Wireless communication is growing at an explosive rate around the world. In the United States alone, the number of cellular telephones grew ten-fold from one million in mid-1987 to 10 million in 1993. About 180,000 cellular phones are being sold each month. The number of cellular subscribers worldwide in 1994 was 52 million. There are some 50 million cordless telephones in use; satellite-paging systems (a small fraction of all paging systems) are projected to grow from $90 million in 1992 revenue to $500 million in 1995. 

The main driving force behind wireless and remote computing devices is the applications. The successful introduction of a new technology depends on the wide acceptance of those applications, which use that technology. 
Radio Waves

Electrical energy is transferred either by conduction or radiation. When an electric current flows in wire energy is transferred by conduction. A radio transmitter also radiates electrical energy.

An electric current will flow in a conductor such as a copper wire, if there is a potential difference between the two ends. A potential difference can be considered as an excess of electrons at one end and a shortage of electrons at the other end. As the current flows, an electromagnetic field is generated and if

the wire has resistance, some of the energy will be converted to heat, thus warming the wire.

The different forms of electromagnetic radiation are defined by their frequencies and include radio waves, infrared radiation (heat), visible light, ultra violet light, X-rays and gamma rays. All these different frequencies of electromagnetic radiation form the electromagnetic spectrum.

Electromagnetic radiation can travel through free space and can also travel through various solids and fluids to varying degrees dependent on the frequency and the kind of solid or fluid. For example, light can travel through air, water and glass, but not other solid material. Radio frequency waves can travel through some solids, but not through metal, while metal can be transparent to X-rays and gamma rays. Higher frequency waves have more ability to penetrate solids than those with lower frequencies. Although radio frequency waves may be able to penetrate the material of a building, the construction of modern buildings may prevent radio transmissions from reaching the inside of an office block. Most modern buildings are constructed using a steel frame to provide the main structural integrity. The external cladding is fixed to the frame to enclose the space and provide an aesthetically pleasing appearance. Internal subdivisions for offices are constructed using steel or wooden frames to support partition walls. Radio waves are able to penetrate the cladding of the building but the steel frame acts as a “Faraday Cage” to effectively screen the interior of the building to radio waves of some wavelengths. This effect was named after Michael Faraday who was the first to demonstrate and explain it. If the construction of the frame or “cage” is such that the spaces between the steel girders equate to, or are smaller than the wavelength of a radio signal then the signal is drastically attenuated. Radio frequencies for use in buildings must be carefully selected to ensure that the best compromise be made between the Faraday Cage effect and the material penetration capability of radio waves. The Faraday Cage effect is used in electronic devices to provide screening of unwanted radio frequency signals without the need to used solid metal enclosures.

	Region
	Wavelength
(Angstroms)
	Wavelength
(centimeters)
	Frequency
(Hz)
	Energy
(eV)

	Radio
	> 109
	> 10
	< 3 x 109
	< 10-5

	Microwave
	109 - 106
	10 - 0.01
	3 x 109 - 3 x 1012
	10-5 - 0.01

	Infrared
	106 - 7000
	0.01 - 7 x 10-5
	3 x 1012 - 4.3 x 1014
	0.01 - 2

	Visible
	7000 - 4000
	7 x 10-5 - 4 x 10-5
	4.3 x 1014 - 7.5 x 1014
	2 - 3

	Ultraviolet
	4000 - 10
	4 x 10-5 - 10-7
	7.5 x 1014 - 3 x 1017
	3 - 103

	X-Rays
	10 - 0.1
	10-7 - 10-9
	3 x 1017 - 3 x 1019
	103 - 105

	Gamma Rays
	< 0.1
	< 10-9
	> 3 x 1019
	> 105


Table Depicting the Electromagnetic Spectrum. A graphical representation of the electromagnetic spectrum is shown in the figure below. 
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Figure: Graphical Representation of the Electromagnetic Spectrum.

[image: image2.jpg]



Figure: The Faraday Cage Effect in a Modern Building
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Figure: A Faraday Cage

In a vacuum, all electromagnetic radiation will travel at the same velocity that is 299,790 km/s. This is commonly termed “the speed of light”. The velocity in fluids and solids will vary according to the type of material and the frequency of the radiation.  Electromagnetic radiation is normally considered to consist of a sine wave, which has the properties of wavelength, frequency and amplitude. The relationship between frequency and wavelength is given by the following

equation:

λ= (3 x 108) / f

Where f = frequency in Hz

and λ= wavelength in meters

(3 x 108 is the speed of light in m/s)
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Figure: A simplified representation of an Electromagnet Wave.

Electromagnetic radiation can be generated in various ways according to the frequency of the radiation required. Simply simply raising the temperature of an object, while radio waves and X-rays need more sophisticated methods can generate light and heat.

Objects, which are raised to very high temperatures, will radiate energy over a very wide range of the electromagnetic spectrum. For example, the sun radiates radio frequency, heat, visible light, ultra violet light, X-rays and gamma rays. However, it is not practical to use this method to generate and control

anything other than heat or light.

An alternating electric current will generate electromagnetic radiation. This is probably the most common method for producing most kinds of electromagnetic radiation in use today. Electrical energy is transmitted in the form of electrical impulses or waves, regardless of whether the energy is conveyed across wires, air or water. The frequency is expressed in hertz (Hz), which represent impulses or cycles per second. The electrical energy, or signal, is changed by the medium that it passes through. It can be attenuated (absorbed) or reflected resulting in a signal that is distorted in some way. Waves are changed in size or amplitude (attenuated), direction (reflected), or shape (distorted), depending on the frequency of the signal and the characteristics of the medium that they pass through. By choosing the correct medium, a signal can be changed or controlled. An electrical signal will be attenuated when it passes through a wire.

High frequency light signals can travel through air, are reflected by mirrored surfaces, and are absorbed by most solid objects. For example, light signals can pass through the atmosphere but are blocked by solid walls, unless made of glass or transparent material. Low-frequency signals are not propagated well by air but can travel well through some solid objects depending on conductivity. For example, the electric power generated by public utility systems will remain mostly within the copper transmission wires, which are a very suitable medium for electric current. (Some of the energy will be radiated in the form of electrical and magnetic fields around the wire.) On the other hand, plastic cladding for the wires is a good insulator for low-frequency electric utility power, effectively blocking current flow. Submarine communication is generally made at low frequencies since water attenuates high-frequency signals. Frequencies below 900 MHz can, in general, propagate well through walls and other barriers.

As radio frequencies increase and approach the frequency of light, they take on more of the propagation characteristics of light. Signals between 900 MHz and 18 GHz, typically used by wireless LANs, are not as limited as light but still do not pass through physical barriers as easily as typical radio broadcast band signals (1600 kHz, 100 MHz). 

Signals of 300 MHz or higher can be reflected, focused, and controlled similarly to a beam of light. Parabolic transmitting antennae use the properties of UHF and higher frequency signals to allow a relatively low-power signal to be focused directly towards its destination.
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Figure: A parabolic antenna

Still closer to light signals, infrared signals have properties similar to light. Some surfaces reflect infrared signals. By choosing the most suitable frequency, you can achieve the best propagation or transmission characteristics. The fact that only radio signals of certain frequencies are reflected by certain surfaces can be utilized to advantage. For example, the ability of high frequency microwave signals to penetrate the earth’s atmosphere without being reflected is useful for satellite communications. 

Lower frequency signals (200 kHz to 30MHz) are reflected back from the ionosphere (upper layer of the atmosphere), depending on time of day, season, and sunspot activity. This characteristic enables radio signals to be bounced off the ionosphere for long-distance communications beyond the horizon.

When higher frequency carrier waves are used, there is normally more bandwidth available to transmit information. By increasing the bandwidth of a communications channel, more data may be transmitted in a given period of time since the information is directly proportional to the bandwidth of the signal.

For example, a 100 kHz bandwidth channel can pass 100 times the amount of information per second that a 1 kHz channel can. The frequencies of most interest to wireless transmission range from near the 200 kHz mark, where long wave radio transmissions are situated, up to infrared light in the Terahertz range. There are some drawbacks in using higher frequencies. The technology to build radio transmitters and receivers at higher frequencies is more complex. At higher frequencies, the wavelength of the radio signal approaches the physical length of the connections in the radio itself. 

Since a wire λ /4 or multiples of this length is a good antenna, the actual connections within the radio itself must be kept short and become part of the circuit design because of problems with signal leakage. The individual radio components must also be capable of very fast switching rates. The path loss between transmitter and receiver is also a function of the wavelength: 

Path Loss in dB = 20 log10 (λ /4 λR)

Where R = range in meters

and λ= wavelength in meters

Another property of electromagnetic radiation is that it can be polarized. The concept of polarization is most familiar to us in the use of polarized sunglasses to eliminate reflections off shiny surfaces such as water. Polarized sunglasses will only allow light of one polarization to pass through them and will cut out light reflected from the surface. LCD screens are also a good application of polarized light, wherein a plastic polarizes the light falling on the glass screen.

This is because electromagnetic radiation undergoes a 90o change in polarization each time it is reflected. Radio waves can be polarized in the same way and selection of polarization of a transmitted signal may be achieved by the position of the transmitting elements in a horizontal or vertical attitude. This property can be used to reject unwanted or spurious signals that may arrive at the receiving antenna with a different polarization to that of the wanted signal.

Antennae

Radio frequency signals are transmitted using an antenna, which is designed to provide the most efficient method of radiating the signal. Its design will be dependent on the frequency of the signal, the spread of the signal required, and the environment in which it is to be used. In general, the same design of antenna can be used for both transmitting and receiving. The basic form of antenna is known as the half-wave dipole. It consists of a single element with the feed from the transmitter or receiver at its center. Its length is exactly equal to one half of the wavelength of the signal.
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Figure: 1⁄2λ Dipole Radiation Pattern

The patterns indicate relative response intensity as a function

of (polar) angle in the X-Y axis (the “plane of the paper” X-axis oriented horizontally). Since these are only 2-dimensional figures, the intensity in the Z-direction (the direction “coming out of the paper” when the X-axis is oriented horizontally) is not shown. It should be understood that the field pattern wraps around the antenna in the X-Z plane to form a torus pattern.

Dipole antenna pattern is fundamentally determined by antenna length, although this is not true for all antenna types.
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Figure: A typical Commercial Antenna

This antenna radiates (or receives) equally well from any direction (omni-directional), assuming that it is mounted vertically. In a vertical plane its radiation pattern is a figure eight producing an overall three-dimensional pattern in the shape of a doughnut or torus. The half-wave dipole may be used as the standard antenna on which comparisons of other antenna designs are made. In this case it is considered to have unity gain (0 dB). An antenna is a passive device, and cannot amplify a signal. However, a uni-directional antenna will have most of its transmitting/receiving capability in one direction, and this is represented in terms of antenna gain. A good antenna design has more effect on performance than any other single part of a radio communications system.

Antenna design is a highly specialized field and there are a multitude of different shaped designs to choose from. The most critical parts of an antenna design are its placement and orientation. It is obvious that for the best performance between a single transmitting station and a receiver, the main lobes of each antenna must be aligned to point towards each other. For many mobile applications such as cellular phones, the mobile station must have an omni-directional antenna, whereas the base station will have an antenna direct towards the coverage area.

Reciprocity Theorem of Antennas

The “reciprocal nature of antennas” means that the electromagnetic characteristics of a transmit antenna are equivalent to those of a receive antenna, assuming the antennas are identical in form-factor and orientation. A more general theorem known as the “reciprocity theorem of antennas” is as follows1: If a voltage is applied to the terminals of antenna A, and the current is measured at the terminals of another antenna B, then an equal current (in both amplitude and phase) will be obtained at the terminals of antenna A if the same voltage is applied to the terminals of antenna B. This simply means that any antenna can function equally as well as a transmit antenna or receive antenna.

Drift and Sensitivity

Complex filters are often used to eliminate unwanted signals. Active filters are a common type of complex filter where the characteristics of active components, such as transistors or integrated circuits, are precisely controlled by electrical signals. These filters can be accurately tuned to accept a predetermined frequency signal and reject other unwanted signals. Filters using resistors, capacitors, and inductors without active components are known as passive filters. 

Drift is the tendency of transmitter or receiver frequency to change with time. This can be caused by temperature tolerance of radio components or slight voltage changes in the power supply source.  Digital tuning circuits and phase-locked loops can be used to lock on accurately to a signal in order to eliminate this effect. Higher tolerances and complexities of a receiver also add to cost. 

Sensitivity determines how well a receiver can detect a weak signal. In order to reduce interference with transmitters at adjacent frequencies and in adjacent areas the transmitter power is kept as low as possible. This places a burden on the receiver for being able to detect low-power signals from a noisy frequency band. Noise can come from a variety of sources. Man-made noise can be spurious signals radiating from electrical equipment such as electric motors. This is especially critical in industrial environments. Background noise can come from many natural sources such as lightning, sunspot activity or other extra-terrestrial sources. This can become more significant in less populated areas. To prevent the low signal-to-noise ratio from being further degraded by noise at the receiver, a high-gain amplifier increases the signal level. Gain is a measure of amplification, and is expressed in the following form:

Gain = 10 Log (Power out / Power in) and is measured in decibels (dB).

Worldwide radio systems operating in the license-free ISM bands (Industrial, Scientific, and Medical: 902-928 MHz, 2400-2483.5 MHz and 5725-5850 MHz) bear an additional cost burden because of the need to implement spectrum-spreading techniques to prevent interference to or from other appliances and systems. These bands have been set aside for unlicensed operation provided that the transmitter and receiver comply with a set of regulations specified by the FCC (Federal Communications Commission).

 Typical applications now operating within these bands are cordless telephones, door openers, security motion detectors, remote controls, meter reading devices digital data transceivers etc.
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Figure: Cordless Telephone

Radio Technology

Electromagnetic spectrum is a limited natural resource, the use of which is governed by physical laws as well as national legislation. It has been estimated that as much as 75% of usable radio spectrum is reserved for use by various national governments and military applications. The amount of bandwidth available for commercial, private and public use is severely constrained and use of particular frequency bands is limited to individual countries or groups of countries. Although there are moves to define internationally recognized frequency allocations (notably the World Administrative Radio Conference (WARC)), it will take many years for different countries to free up radio spectrum for international commercial use. This situation not only makes it more difficult and costly to provide radio devices for use in all countries, it provides a major incentive to develop techniques to make the very best use of any available spectrum. There are two complementary strategies for achieving this:

· Modulation techniques - maximizing the throughput for a given bandwidth

· Multiplexing techniques - enabling many users to share the same bandwidth

· Many current techniques used were originally developed for the land-based telecommunications market and thus have a firm foundation in the telephony arena. Some of the technologies in use include

· Modulation techniques

· Access methods

· Detection methods

· Synchronization methods

· Equalization techniques

Although analog techniques are well suited to voice communications, data communications are more suited to digital technology. Analog systems can be used successfully, but can experience more problems. These advantages include improved performance, lower costs, better security, error detection and error correction.

Transmitting Information by Modulating a Carrier

Voice signals can be transmitted over copper wires directly at their original frequency, as was the case for the first telephone systems. This is known as base band transmission. In order to send several channels across the same wire simultaneously without interference, the voice signals can be superimposed or modulated onto higher frequency signals. These higher frequency signals can then be combined with other signals and transmitted across long distances. 

In many situations information cannot be sent directly but must be carried as variations in another signal, as is the case with radio broadcasting. Radio communication is perhaps the most common example of using a modulated carrier to convey information but the use of modems to carry digital information through the analog telephone network is also very common. This is often called “wideband”, “broadband”, or ”pass band” modulation (these terms mean roughly the same thing). A carrier signal is almost always a sinusoidal wave of a particular frequency.

Introducing variations in this carrier signal carries information. There are many variations on how a modulated signal is created and how it is received. 
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Figure: Transmitting Data by modulation and demodulation.

1. A baseband binary data stream is created representing the bits to be sent.

2. A sinusoidal carrier signal is generated (for RF this is usually a crystal controlled oscillator).

3. The digital signal is then used to modulate the carrier signal and the resultant signal is sent to the antenna.

4. In the receiver, the signal is first filtered (to separate it from all other radio signals around) and then the carrier is removed.

5. The result is a baseband signal containing distortion and noise, which then has to be processed by a detector in order to recover the original bit stream.

Amplitude Modulation (AM)

This is the simplest form of modulation and was the first to be put into practice. The strength of the signal (loudness or amplitude) is systematically changed according to the information to be transmitted, that is the amplitude of the carrier signal varies with the amplitude of the signal to be transmitted. The bandwidth required by the sidebands using AM is large so that effective use of the frequency spectrum is not made. AM is used by radio broadcast stations in the Long Wave, Medium Wave, and Short Wave radio bands.
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Figure: Amplitude Modulation

Frequency Modulation (FM)

In Frequency Modulation, the frequency of the carrier is varied by the signal to be transmitted. The maximum frequency deviation from the carrier frequency is proportional to the modulating signal. An advantage of FM is that the width of the sidebands is limited and more efficient use is made of the frequency band. Radio broadcast stations in the VHF band use FM extensively.
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Phase Modulation (PM)

In Phase Modulation, systematic changes in the phase of the carrier are used. The frequency of the carrier remains constant while the phase is shifted in proportion to the modulating signal. PM requires more sophisticated receivers than FM or AM and is sensitive to multi-path errors.
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Pulse Code Modulation (PCM)

Analog signals are subject to distortion and noise along their transmission path. With each link and amplifier along the path, the signal-to-noise ratio deteriorates and there is no easy method of signal regeneration since the shape of the signal cannot be predicted. On the other hand, pulse-shaping circuits in the receiver can easily regenerate digital signals so that distortion and noise is much reduced. PCM is a method of sampling a signal at a higher frequency to produce a digital signal, which can then be multiplexed with many other digital signals and transmitted error-free to the receiver. It is widely used in telephone equipment to ensure quality of service on multi-channel links.
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Figure: Pulse Code Modulation 

Digital Modulation Methods

There are a large number of methods of digital modulation. When digital information is used to modulate a sinusoidal carrier, changes in characteristics of the signal are used to carry information rather than changes in voltage or current. Most of the methods used for baseband transmission can be used as methods of modulating a carrier. However, carrier modulation is used predominantly in environments where bandwidth is very limited and baseband techniques are most often used in situations where bandwidth is not the primary concern. This leads to significant differences in the approach used in the two environments. The most important criteria when choosing a digital modulation technique are as follows:

· Efficiency of bandwidth use

· Error performance

· Suitability to cellular use

· Cost of implementation

On-Off Keying (OOK)

On-Off Keying is the simplest method of modulating a carrier. You turn the carrier on for a one bit and off for a zero bit. In principle this is exactly the same as early Morse code radio. OOK is not often used as a modulation technique for radio transmissions. This is partly because the receiver tends to lose track of the signal during the gaps (zero bits) but mostly because it requires a very wide bandwidth for a given data rate. Other transmission techniques are significantly better. OOK is the primary method used in optical fiber communication.

Shift Keying (ASK, FSK, PSK.)

Shift keying techniques involve having two carrier states. Modulation is achieved by keying between the two states. In principle, one state represents a zero bit and the other a one bit - although it is common to use techniques like NRZ to encode the data first. The various other encoding schemes are illustrated below.

The common variants of keying are:

· Amplitude Shift Keying (ASK)

· Frequency Shift Keying (FSK)

· Phase Shift Keying (PSK)

Such signals are very simple to generate and to receive and hence necessary equipment is inexpensive but they do not offer optimal performance in a bandwidth-constrained environment. However, some variations on these techniques are in very wide use. 

The most common 1200 bps modems use FSK. In FSK, the carrier frequency is changed from one frequency (corresponding to a binary 1) to a second frequency (corresponding to a binary 0) according to the baseband signal.

PSK is also commonly used. The carrier is modulated by a binary signal so that the signal generated is a constant amplitude signal alternating between two different states, 0o and 180o.

FSK is commonly used in spread spectrum WLAN systems, has been adopted by the IEEE 802.11 committee. 
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Figure: Frequency Shift Keying

The word “keying” in general implies that the carrier is shifted between states in an abrupt (even brutal) manner. That is, there is no synchronization between the shifting of the carrier and its phase.

Timing Recovery

As already shown, what we get after demodulation when the signal is received is a baseband signal. An important problem for the receiver is to decide what is a bit and what is not - that is, we must recover not only the variations in the signal but also the timing. It is important that the data encoding system used provide frequent state changes so that the receiver can accurately determine the transitions between states.

Scrambling / Encoding

If we transmit the same symbol repetitively in many situations there will be a problem with keeping the signal within its allocated frequency band. This applies in both radio and voice band telephone environments. If we use an encoding scheme that provides frequent transitions and is DC balanced

(provides an equal number of 0s and 1s over a period of time) then this is normally sufficient. If not, we need to use a “scrambler” to change the data into a form suitable for transmission (and a descrambler in the receiver).

[image: image15.png]Reference
Level 0

Reference
Level 0

Reference

Level 0

Reference
Level 0

Reference
Level 0

Reference
Level 0

Reference
Level 0

Reference
Level 0

1 1 01 0 o1
| Mark | Mark |Space| Mark | Space| Space| Mark
+V

v
| |
+V

PCM Code
Unipolar RZ

Data Rate = 1/To (Hz)
Bit Rate = 1/Tp, (bps)
Tp, = 1/Bit Rate R

To = 1/Data Rate = 2/Bit Ra
Fundamental Frequency =

Unipolar NRZ
Fundamental Frequency =

NRZ-L, Polar NRZ

«—
NRZ-M

NRZ(l)

NRZ-S

«—
Split-Phase Level,

Bi-Z-L, Manchester

Split-Phase Mark,
Bi-2-M

Split-Phase Space,
Bi-2-S





Figure: Common Digital Baseband Encoding Schemes.
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Table of Digital Encoding Scheme.

On-Off Keying and Encoding

This simple method of modulation turns the carrier signal on for a one bit and off for a zero bit. Because of the difficulty in determining the difference between a zero bit and the transmitter actually switching off, the data signal must be coded. The most suitable coding method depends on the data rate and the bandwidth available. The data rate is limited by the IR LEDs switching rate. With diffuse links, the inter-symbol interference will also increase with increasing data rates.

The most common coding methods used with OOK are:

· NRZ code

· Manchester code

· Miller code

NRZ Code

NRZ code represents the “1” as a high signal and the “0” as a low signal. Redundant bits are added to ensure that signal transitions are transmitted and to allow the timing to be synchronized at the receiver. 

The use of 4B/5B coding with NRZ coding is suitable for transmitting 8-bit bytes, since each byte is split up into four-bit lengths and an extra bit added. There are fewer transitions with NRZ coding than with either Manchester or Miller coding.

The transmission rate of the data link must be at least 5/4 times the data rate to accommodate the extra redundant bits.

Manchester Code

This method codes the symbol “1” as a falling edge in the center of a symbol time and the symbol “0” as a rising edge in the center of a symbol time. A transition is now always present in each symbol. One drawback of this is that the bandwidth used is twice the bandwidth required for NRZ since a transition can occur either once or twice for each symbol.

Gaussian Minimum Shift Keying

A special form of phase shift keying modulation is used in a number of wide area radio networks. It is known as Gaussian Minimum Shift Keying (GMSK). It relies on equating changes in phase to transitions from one to zero or zero to one in a data stream to changes in phase of the carrier. The data stream must be in an NRZ form as shown in. The technique relies on passing the NRZ data stream through a Gaussian low-pass filter before modulating the carrier. The filter has the effect of suppressing high frequency components of the input data and also ensures that there are no overshoots in the waveform, which would create excessive modulation deviation. The filter design also ensures that each output pulse has sufficient area for successful detection in the receiver. GMSK is the preferred modulation technique for a number of digital networks including GSM. 
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Figure: Block diagram of a GMSK transmitter.

Multiplexing Techniques

This section describes techniques for allowing several users to transmit and receive over a limited amount of the electromagnetic spectrum. The technologies described will become more and more important as the need to make the most efficient use of the spectrum becomes a very high priority in radio frequency technology development. 

Frequency Division Multiplexing (FDM)

This technique (FDMA) is exactly the same as used for radio or television broadcasting. A transceiver is allocated a range of frequencies; a signal may be sent and information may be encoded on that signal using a range of modulation techniques. The receiver must be able to receive that frequency and to decode the modulation technique used. On a cable or on a microwave carrier signal, the available band of frequencies is limited but the principle is still the same. The amount of information that can be carried within a frequency band is directly proportional to the width of that band and is also dependent on the modulation technique used. The bandwidth is an indication of the range of frequencies available within a frequency band. There are theoretical limits that cannot be avoided; every frequency band has a finite limit. Because of the inherent imprecision of the equipment involved, there are “buffer zones” (guard bands) provided between bands so that one band will not interfere with either of the adjacent ones. The size of these buffer zones is also determined by the modulation technique; you need a lot less for Frequency Modulation (FM) than for Amplitude Modulation (AM) and by the precision (and hence cost) of the equipment involved. Frequency division multiplexing has in the past found use in telephone systems for carrying multiple calls over a microwave link. It is also the basis for cable TV systems where many TV signals (each with a bandwidth of 4 or 7 MHz) are multiplexed over a single coaxial cable. It is also used in some types of computer shared-bandwidth local area networks. Frequency division multiplexing is sometimes referred to as “broadband multiplexing”.

Time Division Multiplexing (TDM)

With TDM, many signals take turns at using the same high-speed transmission link. Each signal is allocated a time interval or a “frame” in which to transmit. “Frames” are transmitted over a single high-speed channel. Within each frame there are many slots. A low-speed channel is allocated one (or more) time slots within a high-speed frame. Thus a 2.048 Mbps channel can be subdivided into 32 subchannels of 64 Kbps. The start of each frame is signaled by some unique coding which allows the sender and the receiver to agree on where the beginning of the frame is. The synchronization coding is sometimes a special (unique) bit stream but with digital transmission it is usually signaled by some special state in the underlying Pulse Code Modulation (PCM) coding. 

TDM is now the most common method used in telephone systems for carrying

multiple calls over microwave and other radio links.

Characteristics

· This method is quite simple and can be built in single chip hardware logic.

· The hardware is low in cost (compared to other techniques).

· It will operate at very high speeds.

· It provides sharing and channelization of the link;

It does not take into account the fact that telephone traffic is logically half-duplex (only one person talks at once) and though a channel is provided in each direction, only one is in use at any one time. Nor does it take advantage of “gaps” in speech. There are intelligent multiplexing techniques (called statistical multiplexors) which do this. For these reasons “good”, utilization for telephone traffic is considered to be around 40%. This is a lot better than the analog frequency division technique.

Carrier Sense Multiple Access (CSMA)

CSMA is a contention-based access method. The CSMA access method is to wireless LANs what Ethernet is to wired LANs. CSMA is also used on PMR networks where a station listens to the control channel to ensure that it is free before transmitting. With CSMA all stations access the network randomly without coordination or synchronization. Each station wishing to transmit first listens to see if there is anyone else transmitting on the frequency it intends to

transmit on. If the frequency is free, then that station transmits. One difference between CSMA in the wireless environment and Ethernet in the wired environment is that the wireless CSMA station cannot detect any other station starting to transmit at the same time. The reason is that each station transmitting cannot “listen” at the same time as transmitting. Its own signal effectively drowns out all other signals on that frequency at that time. As for Ethernet, CSMA works fine at lower utilization rates. When the utilization of the radio link capacity increases, the number of collisions also increases and the effective data throughput can fall dramatically. This can lead to ineffective use of the bandwidth. A CSMA system is also vulnerable to interference. 

Implementation can be based on relatively inexpensive Ethernet chip-sets which are based on Carrier Sense Multiple Access / Collision Detect (CSMA/CD). The CD part of the system is simply replaced by Collision Avoidance (CA) to give a CSMA/CA system. The reliability and robustness of this method are limited and does not lend itself to integrating voice and data since there are only limited prioritizing possibilities. There are limited power-saving possibilities for battery-operated stations since the receiver is always listening. The CSMA method lends itself to a peer-to-peer network topology. 

Time Division Multiple Access (TDMA)

TDMA is a deterministic-based access method. The TDMA access method is to wireless what token-ring is to wired LANs. It is effectively a system of polling. One station asks each of the other stations in turn whether they have any information to transmit. Each station is allocated a timeslot when it can respond. If a station indicates that it has data to transmit, then it is allocated a time interval in which to send its data. The number of time intervals allocated

depends on the amount of data being sent. One advantage of the TDMA method is that priorities can be allocated to chosen stations or certain types of data. This could be used to allow voice and data to be carried on the same wireless LAN with higher priority being allocated to the voice traffic. The ability to mix isochronous and asynchronous traffic is required for multimedia applications. The effective data rate can be determined fairly accurately since there are no collisions between stations in the same LAN. Time Division Multiple Access (TDMA) divides each communication channel into time segments so that a transceiver or radio can support multiple channels or time slots for reduced power consumption. 

The TDMA access method lends itself to a base-to-remote network topology since communication between stations is synchronized and time slots are allocated to remote stations by a scheduling function in the wireless base station. This also leads to more efficient use of the bandwidth. There are also power-saving possibilities for battery-operated stations using TDMA. The receiver needs only to listen at assigned time intervals. The TDMA base stations are more complex than CSMA since the base station carries out the synchronization. They may be more expensive since a microprocessor will be required. On the other hand, the remote stations will be less complex. TDMA is relatively new to wireless LANs. Many of the existing wireless LANs are based on CSMA methods, but these methods are also used in many other wireless environments. Most high-speed satellite communications, GSM and the standards being worked on in Europe as well as the CDPD networks are based on the TDMA method.

Infrared Communications

Visible light is energy at wavelengths between 380 and 780 nm. Ultraviolet (UV) has a wavelength shorter than visible light and Infrared (IR) wavelengths are longer than 780 nm. The following list shows the approximate frequencies for the different forms of light:

IR - 3 x 1011 Hz to 4 x 1014 Hz

Visible light - 4 x 1014 Hz to 7.5 x 1014 Hz

UV - 7.5 x 1014 Hz to 3 x 1017 Hz

Infrared (IR) light is produced by many natural and man-made sources. Sunlight produces light between 300 and 1200 nm, which includes light at the IR wavelengths. Direct sunlight can degrade the performance of an IR transceiver but diffuse sunlight can be tolerated. Incandescent lights can also affect the performance of an IR transceiver since tungsten filament lights emit IR light around 900 nm in wavelength. Fluorescent lights do not affect an IR transceiver. Other sources of interference to IR communications can be smoke, water vapor (mist), and heat haze or “shimmer”. Therefore it is more usual to find IR communications used in indoor environments rather than outdoors. In the 1960s, gas and solid-state lasers were used to transmit information from one building to another across short distances. In the 1970s laser diodes (LDs) and light-emitting diodes (LEDs) were developed and the availability of relatively cheap optical fiber led to the installation of fiber links rather than connections through the air for point-to-point connections. As manufacturing techniques improved and the price of LEDs dropped in the 1970s, many new applications came to use infrared communications. Typical applications in use today include:

· Remote controls for VCR / Radio / Television

· Security systems

· LANs

The three most important items to consider when setting up an IR connection are:

· Optical power transmitted

· Multi-path inter-symbol interference

· Background noise

Optical power is critical in achieving maximum distance. This is one of the factors in choosing between LDs and LEDs.

Laser Diodes (LDs)

Laser stands for Light Amplification by the Stimulated Emission of Radiation. The first lasers used ruby crystals, which were excited by a flash tube to produce laser light. Further developments included the gas laser where a gas such as carbon dioxide or a helium/neon mixture was exited by a powerful RF signal.

These types of lasers are used for industrial and medical applications and are powerful enough to perform cutting and welding of metals. They are expensive and require precise control of temperature for them to function correctly. A more recent development is that of the Laser Diode (LD). LDs are used for communications on a line of sight system and will normally operate in the IR region of the spectrum. 

LDs are normally more powerful than LEDs but not as powerful as gas lasers. They produce single wavelength of light. This is related to the molecular characteristics of the material used in the laser. Laser light is “coherent” as it is formed in parallel beams and is in a single phase. Lasers can be controlled very closely. The shortest pulse length that a laser can produce is 0.5 x 10-15 seconds. 

In communications applications, lasers with power ratings up to 20 mW are available.

Some of the disadvantages of lasers include:

Lasers have been expensive in comparison with LEDs (recent development has improved this). The main cause of laser’s high cost is the necessity to use temperature controls to maintain a stable power level. 

The wavelength that a laser produces is a characteristic of the material used to build the laser and of its physical construction. 

Lasers have to be designed for each wavelength they are going to use.

Lasers allow beams to be focused on small areas. When this beam of light is directed onto a small area, high power densities are obtained. This can damage the retina of the human eye if struck.

From a safety point of view, lasers are not suited for indoor applications. They may be used for outdoor communication between buildings if proper safety precautions are taken.

Light Emitting Diodes (LEDs)

Light Emitting Diodes are safer to use than LDs since the power is not focused intensely on a small area. The maximum light output has typically been much lower than a laser (about 100 microwatts). However, recently a new class of LEDs with output of up to 75 mW has become available allowing greater distance coverage. In fact, it is the power-speed product, which is the limiting factor. Many of the higher-powered LEDs (above 30 mW) cannot switch at high speeds, while the high speed LEDs (less than 10 ns switching time) are low-powered devices. The high-powered LEDs were developed for remote controllers and the high-speed devices were developed for fiber-optic communications. There has not been the need for high-speed, high-powered LEDs until now; the advent of WLAN applications will provide the market for them.  

LEDs are very low in cost (perhaps 1/10th to 1/100th that of a laser).

LEDs do not produce a single light frequency but rather a band of frequencies.

The range of the band of frequencies produced is called the “spectral linewidth” and is typically about .05 of the wavelength (50 to 100 nm). 

The linewidth can be reduced (and dispersion reduced) by using selective filters to produce a narrow band of wavelengths. However, this reduces the power of the signal too. IR LEDs are used for many of the communications and control applications. This is because the receiving element (the photo-diode) can be designed to reject visible light frequencies and thus avoid much of the light interference in a room. The other main use of LEDs is in displays and indicators.

Most modern domestic electronic equipment will use LED indicators, which have the advantage of very low failure rates and low power requirements when compared to incandescent signal lamps. These visible light LEDs come in a variety of colors. The light produced by an LED is not directional or coherent. This means that you need a lens to focus the light. Most small LEDs have the lens molded as part of the LED enclosure. For this reason LEDs are not suitable for use with single mode glass fiber (it is too hard to focus the light within the narrow core). 

LEDs cannot produce pulses short enough to be used at gigabit speeds. However, systems using LEDs operate well at speeds up to around 300 Mbps, which is acceptable for most current wireless LAN applications. 

Analog Wireless Communication

Early wireless communications used Morse code followed by simple voice communications. In the 1930s, radio equipment used valves (tubes), which needed high-wattage power supplies. Radio receivers were either electric main power source operated or needed large batteries for the high voltages required.

Police mobile radio allowed one-way communication from central dispatch to users who listened in on dedicated frequency bands. Amplitude Modulation (AM) was employed but as not very efficient in using the available bandwidth. In 1935 Frequency Modulation (FM) was invented. It was further developed by the military during World War II and in the 1940s all police radio systems were moved to FM. 

The Cellular Radio

The most prominent of wireless systems The Cellular radio service was first installed in Japan in 1979. The first cellular systems use small low power transmitters in a small coverage area, also known as cells to help in frequency reuse. The process of connecting a mobile telephone from cell to cell is known as handoff and occurs several times during a conversation. These personal communication devices (PCS) operate generally in 900 MHz bands and 1.9 GHz bands. Cellular phones have changed from heavy automobile-mounted devices to shirt pocket portables weighing the same as a pocket diary. Digital cellular telephony is based on the same network concept as analog cellular telephony with base stations and mobile stations. The move to digital, led to the development of different systems in Europe, Japan, and the US. It had been recognized for some time that the analog cellular telephone systems did not make efficient use of the available radio spectrum. In any voice conversation on an analog network, the whole channel has to be dedicated to the end-to-end connection. Most conversations consist of a small amount of time when information is actually being transmitted, and the rest of the available time is silence – between words, waiting for the other party to respond, pauses for breath, and thinking time. A digital system can use this “dead time” to allow other conversations to use the same radio channel. This is called Time Division Multiple Access (TDMA).

Using digital technology it is also possible to compress speech by making some assumptions about speech waveforms. In addition to using the “dead time” for other voice calls, compressing speech allows even more users to share the same channel. GSM in Europe can have up to eight two-way calls in the same pair of radio channels. Future developments will be able to double this within the next few years. With the analog cellular network capacity quickly becoming saturated, it is not surprising that a great deal of development effort has gone into digital cellular.

One other major advantage of digital cellular is the quality of the voice call. Because the digital data stream can have error correction built in, interference and other short breaks in transmission do not result in any loss of quality. If the error correction mechanism cannot recover the lost data, then a short period of silence will ensue. Listening to a digital cellular conversation compared to listening to an analog phone can be likened to the difference between a compact disk recording and a vinyl record. In fact, many of the same techniques are used in digital cellular as are used in the production of CDs. 

The last significant advantage of digital cellular is the inherent security against casual eavesdropping. With analog cellular, a standard FM radio receiver capable of covering the cellular channels can be tuned to receive an analog cellular phone conversation. No special equipment is needed and a radio “scanner” can be readily purchased at an affordable price. The scanner may only be able to receive the channel being transmitted by the cellular base station, but both halves of the conversation can usually be heard due to the fact that they both share the same pair of wires in the land-based telephone network. If the cellular phone user is moving, then the conversation may only be heard for a short time until the phone moves into the next cell.

Digital Wireless

Analog mobile telephony served well as a first-generation technology; however, analog services are now straining to keep up with user demand. Analog transmissions are less efficient than digital transmissions when it comes to spectrum utilization. Most analog standards allow low-speed (up to 4.8 Kbps) data transmission such as fax or file transfer, but interface equipment is expensive compared to the cost of mobile phones, and performance can be unreliable (for example, fax only works well when sent from a stationary terminal). Roaming across national boundaries is only possible where neighboring countries implement the same standards.

For these reasons, efforts to develop next-generation mobile telephony networks focus on digital technologies in general and on GSM (Global System for Mobile Communications, formally called Group Spécial Mobile), a digital transmission standard accepted by all European countries and many other countries.
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Figure: Logo of GSM.

The analog signal is converted using a device called a vocoder, which will sample the level of the analog signal many times during a single cycle of the signal. A single level sample will be encoded as a binary value and strung together with other sample values to form a continuous data stream. At the receiving end, the data stream is broken up into individual samples, which are used to reconstruct the original signal. In order to keep the amount of data to a manageable level, the data is compressed at the transmitting end and decompressed at the receiving end. These compression techniques take advantage of the characteristics of human speech and the silent periods between words. Most digital cellular systems use this basic technology for transmission of speech, but will vary in the way they modulate the radio

carrier and the structure of the network. 

GSM will serve as the basis for forthcoming mobile telephony services. Compared with analog services, GSM, which operates in the 900 MHz band, offers greater signal quality and hence fewer transmission errors, better security through encryption and encoding, and more efficient use of the spectrum giving higher network capacity. The GSM networks now in place handle voice traffic and data services are just starting in a few countries, notably the UK and Germany. Other countries plan to implement data in the near future. The data services offer data transmission rates up to 9.6 Kbps for circuit switched connections and a Short Message Service (SMS), which provides the ability to do two-way, paging using a GSM phone. In addition, fax services will be provided and a later implementation will include packet data services.
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Figure: A Celluar Setup.
· Mobile station (MS): A device used to communicate over the cellular network. 

· Base station transceiver (BST): A transmitter/receiver used to transmit/receive signals over the radio interface section of the network. 

· Mobile switching center (MSC): The heart of the network, which sets up and maintains calls, made over the network. 

· Base station controller (BSC): Controls communication between a group of BSTs and a single MSC. 

· Public switched telephone network (PSTN): The land based section of the network. 

Cordless Telephones

In addition to the requirement for telephone equipment to be mobile across large distances, the desire to have mobile telephone access within a limited space, typically within 50 to 100 meters of a base station (such as the home or an office) led to the development of the cordless telephone. This does not offer mobile access as with the cellular systems.

Pagers

Like Telepoint services, radio-paging networks offer low-cost but limited wireless connectivity. Paging services handle simple, one-way data transmissions, typically in the form of a simple alert, a short numeric message (such as a phone number), or an alphanumeric or text message of no more than 80 characters. Response times tend to be slow; it can take up to five minutes for a message to get through to a user. And because communications are one-way, callers have no way of knowing if posted messages have been received by their intended target.

Home Applications

In the home environment, wireless systems have been in existence for many years. The spread of these applications was a direct result of the availability of cheap, non-licensed wireless technology. Among the first applications were ultrasonic remote control units for TVs. These were sensitive to other background sounds and were replaced over time by infrared controls.

Then, as transmitters and detectors in the infrared frequency range became generally available at an affordable price in the 1960s and 1970s the following devices became popular:

· Security motion detectors for burglar alarms

· Motion detectors for switching on lights or opening doors

· Remote locking/unlocking of car doors

· Remote opening of garage doors (now mainly radio activated)

· Remote TV/VCR/Radio controls

[image: image20.jpg]



Figure: A typical Home network

The development of new low-cost electronic components and integrated circuits in the 1970s and 1980s enabled radio-based systems operating in the VHF/UHF radio bands to become available. These can be divided up into one-way or half-duplex connections:
Satellite Applications

Satellite navigation systems can be used to show the position of a vehicle

anywhere on the Earth’s surface.
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Figure: A communication Sattelite

Global Positioning System

The Global Positioning System (GPS) was developed for the US Military, but can be used to provide positional information for commercial and even leisure applications. The GPS system consists of a bracelet of satellites transmitting information about their position relative to the Earth, and very accurate timing information. A small receiver in a vehicle can determine its position on the surface of the earth by receiving signals from at least three satellites. With three satellites the position can be determined in two dimensions, but with four or more signals received the altitude can be measured as well. In open country, a receiver can normally receive information from five satellites.

The positional information can be calculated by the receiver knowing how long the radio signal takes to reach it from each satellite (and thus its distance from it) and the position of each satellite in space. The US Military has built in a random error so that other users cannot achieve the same accuracy as official users, who access the GPS information on a separate encrypted radio channel. GPS equipment has now been developed that is highly miniaturized and ruggedized, may be carried by people who are walking in remote areas or by small boat sailors.

The cost of these devices has reduced to the point where they are no more expensive than a good quality VCR.
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Figure: A typical GPS chipset

Other Commercial Applications

The ability to access strategically important and mission-critical applications is vital to many companies. There is a need to extend communications beyond landlines. Time is a critical component. For example, a parcel delivery service must be able to redirect delivery vans at a moment’s notice. There are many wireless applications already in operation: 

· Radio and TV stations.

· Telecommunications links.

· Remotely read gas or electricity meters.

·  Satellite communications.

· Voice links Data links

· Video broadcasting

· Taxi communication.

· Military vehicle communications.

· Surveillance equipment.

· Wireless mouse/keyboard connections for the PC.

· Wireless LANs 
Radio Communication in LANs

The task of a radio LAN is the same as that of any LAN: to provide peer-to-peer or terminal-to-host communication in a local area. Ideally, it should appear to the user to be exactly the same as a wired LAN in all respects (including performance). The radio medium is different in many ways from wired media and these differences give rise to unique problems and solutions. This section will concentrate on the aspects unique to the radio medium and will only briefly discuss aspects that are held in common with wired media.

Multi-Path Effects

At the extremely high frequencies involved, radio waves will reflect off solid objects, which means that there are many possible paths for a signal to take from transmitter to receiver. Figure 38 shows some of them. In this case both transmitter and receiver are in the same room. Part of the signal will take the obvious direct path but there are many other paths and some of the signal will follow each of these. (Reflection from the floor is especially significant.)

The signal travels from transmitter to receiver on multiple paths and is reflected from room walls and solid objects.

This has a number of consequences:

1. To some extent the signal will travel around solid objects (and can penetrate others that are “radio transparent”). This is what gives radio its biggest advantage over infrared transmission in the indoor environment.

2. Signal arriving on many paths will spread out in time (because some paths are shorter than others). More accurately, many copies of the signal will arrive at the receiver slightly shifted in time.

Studies have shown that in office and factory environments the delay spread is typically from 30 ns to 250 ns depending on the geometry of the area in question. (In an outdoor, suburban environment, delay spread is typically between .5 s and 3 s. Delay spread has two quite different effects which must be countered.
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Figure: Multi Path Effect.

Rayleigh Fading

The signal strength pattern in an indoor area can look like this. The strength can be relatively uniform except for small areas where the signal strength can fall to perhaps 30 dB below areas even one meter away. After traveling different distances, two signal components are added together in the receiver. If the difference in the length of the paths they traveled is an odd multiple of half the wavelength of the carrier signal, then they will cancel one another out (if it is an even multiple they will strengthen one another). At 2.4 Gbps the wavelength is 125 mm.

In a room there can be dozens or even hundreds of possible paths and all the signals will be added in quite complex ways. The result is that in any room there will be places where little or no signal is detectable and other places, a few meters away, where the signal could be very strong. If the receiver is mobile, rapid variations in signal strength are usually observed.
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Figure: Rayleigh Fading

Inter-Symbol Interference

When we are digitally modulating a carrier, another important consideration is the length of the symbol (the transmission state representing a bit or group of bits). If we are sending one bit per symbol and the bit rate is 1 Mbps then the “length” of a bit will be slightly less than 300 meters. In time, at 1 Mbps a bit will be 1us long. If the delay spread is 250 ns then each bit will be spread out to a length of 1.25 us and will overlap with the following bit by a quarter of its length.

This is called Inter-Symbol Interference (ISI) and has the effect of limiting the maximum data rate possible. ISI is present in most communications channels and there are good techniques for combating it (such as Adaptive Equalization). It is most severe in the radio environment. Most people are familiar with this effect since it is the cause of “ghosts” in television reception - especially with indoor antennae. 

When people move about the room, the characteristics of the room (as far as

radio propagation is concerned) change. Overcoming multi-path effects is the most significant challenge in the design of indoor radio systems.

· Intermittent Operation:

In an office or factory environment people move about the area and occasionally move large objects about. This can cause intermittent interruption to the signal, rapid fading, and the like.

· Security

Because there are no boundaries for a radio signal, it is possible for unauthorized people to receive it. This is not as serious a problem as would first appear since the signal strength decreases with the fourth power of the distance from the transmitter (for systems where the antenna is close to the ground - such as indoor systems). This is known as the inverse square law in free space. Nevertheless, spectrum is a problem, which must be addressed by any radio LAN proposal.

· Bandwidth: Radio waves at frequencies above a few GHz do not bend much in the atmosphere (they travel in straight lines) and are reflected from most solid objects. Thus, radio signals at this frequency will not normally penetrate a building. Inside the building this means there is a wide range of frequencies available, which may be used for local applications with very few restrictions.

· Direction: In general radio waves will radiate from a transmitting antenna in all directions. With a smart antenna design it is possible to direct the signal into specific directions or even into beams. In the indoor environment, however, this doesn’t make a lot of difference due to the signal reflections at the wavelengths commonly used.

· Polarization: Radio signals are naturally polarized and in free space will maintain their polarization over long distances. However, polarization changes when a signal is reflected. Side effects that flow from this must be taken into consideration in the design of an indoor radio system.

· Interference: Depending on which frequency band is in use there are many sources of possible interference with the signal. Some of these are from other transmitters in the same band (such as radar sets and microwave installations nearby). The most likely source of interference within the 2.4 GHz frequency band is the microwave oven. Potential leakage can be as high as 200 mW, which is twice the IBM Wireless LAN’s transmit power. Electric motors, switches, and stray radiation from electronic devices are other sources of interference.

Direct Sequence Spread Spectrum (DSSS)

Direct Sequence Spread Spectrum Modulation – Transmitter also called “pseudo noise” (PN), DSSS is a popular technique for spreading the spectrum. 

1. The binary data stream (user data) is used to “modulate” a pseudo-random bit stream. The rate of this pseudo-random bit stream is much faster (from nine to 100 times) than the user data rate. The bits of the pseudo-random stream are called chips. The ratio between the speed of the chip stream and the data stream is called the spread ratio.

2. The form of “modulation” used is typically just an exclusive OR (XOR) operation performed between the two bit streams.

3. The output of the faster bit stream is used to modulate a radio frequency (RF) carrier.

Any suitable modulation technique can be used but in practice many systems use a very simple bipolar phase shift keying (BPSK) approach.
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Figure: DSSS Modulation at the transmitter

Whenever a carrier is modulated, the result is a spread signal with two “sidebands” above and below the carrier frequency. These sidebands are spread over a range (+ or - ) the modulating frequency. The sidebands carry the information and it is common to suppress the transmission of the carrier (and sometimes one of the sidebands). It can be easily seen that the width (spread) of each sideband has been multiplied by the spread ratio. 

The secret of DSSS is in the way the signal is received. The receiver knows the pseudo-random bit stream (because it has the same random number generator). Incoming signals (after synchronization) are correlated with the known pseudo-random stream. Thus the chip stream performs the function of a known waveform against which we correlate the input. (There are many ways to do this but they are outside the scope of this discussion.)

DSSS has the following characteristics:

Capacity Gain

The capacity gain predicted by the Shannon-Hartley law is achieved. This means that for the same system characteristics, you can use a lower transmit power or a higher data rate (without increasing the transmitter power).

Improved Resistance to Multi-Path Effects

It was mentioned above that the length of a data bit at 1 Mbps is about 300 meters. We can think of this as a notional “data wavelength”. ISI is most difficult to suppress when the delay spread is less than this data wavelength. Because we have introduced “chipping” we can perform equalization at the chip wavelength. This chip wavelength is significantly less than the data wavelength (by the spread ratio). It turns out that we can remove delayed signals (where the delay is longer than a chip time) very effectively using adaptive equalization.

This gives extremely good compensation for ISI. Rayleigh fading is reduced with DSSS. The location of radio fades within an area is critically dependent on the wavelength. Since the wavelength at one side of the band is different (slightly) from the wavelength at the other side, the location of radio fades is also different. The wider the bandwidth used, the less the problem with fading. This mitigates the Rayleigh fading problem somewhat but does not entirely eliminate it.

Security

Because the signal is generated by a pseudo-random sequence a receiver must know the sequence or it can’t receive the data. Typically such sequences are generated with shift registers with some kind of feedback applied. Unless the receiver knows the key to the random number generator it can’t receive the signal. The biggest problem with DSSS is synchronizing the receiver to the transmitter pseudo-random sequence. Acquisition of synchronization can take quite a long time. Radio LAN systems are not as sensitive (from a security point of view) as a military communication system and it is feasible to use a short, predictable, bit sequence instead of a pseudo-random one. Security is not as good (to receive it you still need a DSSS receiver but you no longer need the key, but synchronization can be achieved very quickly and the correlation in the receiver doesn’t have to be as precise.

Near-Far Problem

While DSSS is extremely resistant to narrowband interference it is not very resistant to the effects of being swamped by a nearby transmitter on the same band as itself (using the whole bandwidth). A nearby transmitter can blanket a signal from a far-away transmitter out if the difference in signal strength at the receiver is only about 20 dB.

Frequency Hopping (FH)

In a frequency hopping spread spectrum system, the available bandwidth is divided up into a number of narrowband4 channels. The transmitter and the receiver “hop” from one channel to another using a predetermined (pseudo-random) hopping sequence. The time spent in each channel is called a “hop”. The rate at which hopping is performed is called the “hopping rate”.

Fast Frequency Hopping

A fast frequency hopping system is one where frequency-hopping takes place faster than the data (bit) rate. FFH demonstrates exactly the capacity gain suggested by the Shannon-Hartley law. Unfortunately, while FFH systems work well at low data rates they are difficult and expensive to implement at data rates of 1 Mbps and above, thus, while they are theoretically important there are no high-speed (user data rate above 1 Mbps) FFH systems available.

Slow Frequency Hopping

Slow Frequency Hopping is where hopping takes place at a lower rate than the user data (bit) rate. To be considered an SFH system (from a regulatory point of view) hopping must take place at least once every 400 ms and it must statistically cover all of the available channels.

There are many advantages to SFH. However, the capacity gain achieved by other spectrum spreading methods is not demonstrated in SFH systems. When encoding data for transmission over an SFH system the same requirements apply as for regular narrowband transmission. That is, the data stream must contain frequent transitions and should average the same amount of time each symbol state. 

Wireless Standard IEEE 802.11

IEEE LAN standards have enjoyed wide acceptance in industry. This is because publication of standards such as the IEEE 802.2 standard for MAC-layer protocols, the IEEE 802.3 Ethernet standard and the IEEE 802.5 Token-Ring standard have ensured compatibility between equipment manufactured by many different companies. Customer acceptance of these standards was based on the ability to build networks of equipment bought from competing companies, and competition has worked to push prices down. Industry acceptance of these standards is in part based on the fact that the committees proposing these standards are made up of representatives of many of the companies developing or planning products for the LAN market.

Many users are worried about investing in systems when no accepted standards are available to ensure interoperability between different manufacturers. Towards this end, the IEEE 802.11 WLAN committee has been trying to create a unified Media Access Control (MAC) standard that will enable interoperability between WLAN equipment from various vendors. The MAC protocol implements the lower half of Layer 2 of the OSI (Open Systems Interconnection) reference model that governs access to the transmission media. Several different physical (PHY) layer types will also be defined within this proposal, one for every technology used (for example, IR or ISM-RF). Since 1991 the 802.11 committee has been working on a set of standards, but so far no agreement has been finalized.

The main purpose of the 802.11 standard is to provide a minimum subset of standards to ensure that WLANs from different manufacturers can interoperate. However, it may take some time before all details of the emerging IEEE 802.11 standard are agreed upon, and until that time there will be a number of different access protocols being used in products on the market. It has proven difficult to find agreement since the radio environment is quite different from the traditional LAN environment in the areas of reliability and security. The move to smaller portable equipment has made it necessary for the 802.11 committee to define standards for roaming and power management in order to conserve battery power.

Many companies have launched wireless products prior to the final agreement on the 802.11 standard because of delays in finalizing this standard. The IEEE 802.11 subcommittee is working on a draft standard scheduled for approval by the Executive Committee by year-end 1995. The IBM Wireless LAN product complies with ETSI standard 300-328.
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Figure: A Wireless LAN Network Interface Card.

Description

The declared purpose of the IEEE 802.11 committee, as stated in a draft document, is to “develop a medium access control (MAC) and Physical Layer (PHY) specification for wireless connectivity for fixed, portable and moving stations”.

 Specifically, the 802.11 standards will:

· Describe the functions and services required by an 802.11 compliant device to operate within ad hoc and infrastructure networks as well as aspects of station mobility (transition) within those networks.

· Describe the medium access (MAC) procedures to support asynchronous and time-bounded MAC service data unit (MSDU) delivery services.

· Support the operation of an 802.11 compliant device within a wireless LAN which may coexist with multiple overlapping wireless LANs.

· Describe the requirements and services necessary to provide security, privacy and authentication of 802.11 compliant devices.

The IEEE 802.11 proposal describes the physical level and the MAC level

The IEEE 802.11 standard will support several different physical layer standards, so users need to be aware that the statement that a product conforms to the IEEE 802.11 standard does not necessarily make it compatible with similar products from other manufacturers.

Initial work in the 802.11 committee was focused on the 2.4 GHz ISM frequency band which is available in most countries. Since the MAC layer is being defined so that it is independent of the PHY layer, other frequency bands can be added when available without changing the MAC layer.
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Figure: IEEE 802.11 Layers

Physical Layer (PHY)

There are three distinct working groups within the IEEE 802.11 committee working towards three distinct PHY environments:

· Direct Sequence Spread Spectrum (DSSS) group

· Frequency Hopping Spread Spectrum (FHSS) group

· Infrared (IR) group

Direct Sequence Spread Spectrum

This is one of the two radio frequency physical layers defined in the 802.11

model. Two data rates have been defined:

1. 1 Mbps

2. 2 Mbps

For 1 Mbps the modulation method is Differential Binary Shift Keying (BSK); for 2Mbps Differential Quaternary Phase Shift Keying (QPSK) is specified. In addition to data rate, modulation technique, and channel definitions, the 802.11 DS physical layer definitions specify transmitter turn-on and turn-off times, receiver sensitivity, training sequence, and synchronization.

Frequency Hopping

Two data rates are also defined for this physical layer:

· 1 Mbps

· 2 Mbps

The modulation schemes defined are two-level Gaussian Frequency Shift Keying (GFSK) for 1 Mbps and four-level GFSK for 2 Mbps. Transmitter turn-on and turn-off times, receiver sensitivity and hopping frequencies are also defined. Receiver training and synchronization have not been defined at the time of writing. Frequency hopping is controlled by a MAC function, not in the PHY layer. 
Wireless communications is omnipresent. We use our mobile phones, pagers, hand-held devices and laptops in restaurants, parks and airports, while watching sports games and even, alas, at symphony concerts. We are untethered. We can use our mobile phone to talk to anyone, transmit data, check our e-mail, and surf the Internet, all without being tied down to a wired connection.

Design and details of the 950MHz Wireless Modem

The design of our wireless Transceiver system is centered around the Texas Instrument’s TRF 6900A chip. The chip has the following salient points.
· Operating Frequency Range between 850-MHz to 950-MHz Operation.

· Ability for FSK as well as OOK.

· A 24-Bit Direct Digital Synthesizer (DDS) with 11-Bit DAC.

· On-Chip VCO and PLL.

· On-Chip Reference Oscillator.

· Low Power Consumption due to CMOS design.

· Typical Output Frequency Resolution of 230 Hz.

· Ultra fast Lock Times From DDS Implementation.

· Two Fully Programmable Operational Modes.

· 2.2-V to 3.6-V Operation.

· 48-Pin Low-Profile Plastic Quad Flat Package (PQFP) resulting in space savings.
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Figure: The TRF 6900A Block Diagram.

Various Components included in TRF6900.

1. VCO: Voltage Controlled Oscillator – The output frequency of this oscillator is related to the control voltage applied to the varactor. The VCO is essentially a modified Collpitts Oscillator, which are quite popular in high frequency designs.
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Figure: schematic of a collpitts oscillator

Considering that positive feedback is applied to compensate for the losses in the tuned circuit, the amplifier and feedback circuit create a negative resistor. When Z1 and Z2 are capacitive, the impedance across the capacitors can be estimated from a formula. It can be shown that the input impedance is a negative resistor in series with C1 and C2.  And the frequency is in accordance with: 
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Figure: External Components for the On Chip VCO.

We choose L8 = 10nH which is a standard Inductor. Also the varactor capacitance varies from 12.0 pf to 5.0 pf with a tuning voltage variation from 0V to 3.3 V. Therefore a 1.7pf Capacitor is placed in series with the varactor to get a frequency range of 930 MHz to 960 MHz.

      The varactor diode symbol is shown below with a diagram representation. 
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Figure: A Varactor.
     When a reverse voltage is applied to a PN junction, the holes in the p-region are attracted to the anode terminal and electrons in the n-region are attracted to the cathode terminal creating a region where there is little current. This region, the depletion region, is essentially devoid of carriers and behaves as the dielectric of a capacitor.

     The depletion region increases as reverse voltage across it increases; and since capacitance varies inversely as dielectric thickness, the junction capacitance will decrease as the voltage across the PN junction increases. So by varying the reverse voltage across a PN junction the junction capacitance can be varied. This is shown in the typical varactor voltage-capacitance curve below.
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Figure: Varactor Characteristic Curve
Notice the nonlinear increase in capacitance as the reverse voltage is decreased. This nonlinearity allows the varactor to be used also as a harmonic generator. 

Major varactor properties are as under:

(a) Capacitance value

(b) Voltage

(c) Variation in capacitance with voltage.

(d) Maximum working voltage

(e) Leakage current

We used KV 2152 varactor from Narda Semiconductors. The major considerations for its selection are

·  Widest Tuning Ratios

·  Highest Q (Quality Factor) Available

·  Excellent Wide Band Linearity

·  Mil Spec Performance/Economy Price
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Figure: KV2152 Varactor.

The capacitance values at different voltages for KV2152 are 

1) 11.9 pf @ 0 V

2) 3.7 - 5.5 pf @ 4V
3) 0.94 - 1.3pf @ 20V
2. TRF 6900 Clock Circuit (Reference Oscillator):
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Figure: Reference Oscillator at 25MHz

The total phase shift around the loop is 360 degrees, with the inverter providing 180 degrees of phase shift. Resistor R2 and capacitor C2 provide a 90-degree phase lag, and the crystal and capacitor C1 provide an additional 90-degree phase lag. In reality, the inverter provides less than 180 degrees of phase shift due to its internal capacitance. The R2-C2 combination also provides something less than 90 degrees of phase shift. The crystal is operating in parallel-resonant mode and acting as an inductor. The crystal-load capacitance makes up the additional phase shift required for oscillation (360 degrees). Bias resistor R1 sets the bias point for the inverter, which is typically one-half of Vcc. Low values of R1 reduce the loop gain and disturb the phase of the feedback network. Typical values for R1 are 1MΩ to 5MΩ. Crystal-drive resistor R2 is used to limit the crystal drive level by forming a voltage divider between R2 and C2. To verify that the maximum operating supply voltage does not overdrive the crystal, observe the output frequency as a function of voltage at terminal 23. Under proper operating conditions, the frequency should increase slightly (a few ppm) as the supply voltage increases. If the crystal is being overdriven, an increase in supply voltage causes a decrease in frequency; if this happens, increase the value of R2. In addition, the value of R2 must be sufficiently low to ensure that the oscillator starts at a few tenths of a volt below the minimum operating voltage.

Ideally, capacitor C2 together with drive resistor R2 provide 90 degrees of phase shift and set the crystal-drive level. Large values of C2 tend to stabilize the oscillator against variations in VCC, while also reducing any overtone activity of the crystal. Capacitor C1 and the internal impedance of the crystal provide an additional 90 degrees of phase shift. Large values of C1 reduce loop gain while increasing frequency stability. The series sum of capacitor C1, the crystal’s shunt capacitance (Co), and the input capacitance of the inverter gate make up the crystal’s load capacitance. For increased stability, the load capacitance of the crystal should have a typical value of approximately 20 to 30 pF.

The reference oscillator provides the DDS system clock. It allows operation, with a suitable external crystal, between 15 MHz and 26 MHz.

Crystal Specifications:

Typical Crystal Specifications

Operating frequency (fundamental mode) 25 MHz or 25.6000

Frequency accuracy ±20 ppm

Load capacitance 20 pF

Shunt capacitance (Co) 4 pF +-20%

Series resistance 30Ωmaximum

Stability ±20 ppm (–40oC to 85oC)

Aging 5 ppm/year

3. Digital Data Synthesizer (DDS) 

In general, a direct digital synthesizer (DDS) is based on the principle of generating a sine wave signal in the digital domain. Benefits include high precision, wide frequency range, a high degree of software programmability, and extremely fast lock times.

A block diagram of a typical DDS is shown in Figure 15. It generally consists of an accumulator, sine lookup table, a digital-to-analog converter, and a low-pass filter. The reference oscillator clocks all digital blocks.
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Figure: Block Diagram of DDS

[image: image38.jpg]24-Bit User Serial Data

Tx Data

Clock
(fref)

Accumulator

Sine-Shaper

4MHz
Antialiasing
LPF

Note: fref=25.6 MHz

N=256

3.54 MHz

XoR
Phase.
Detector

3,54 MHz

| |
f— Frequency —

fout

Loop Filter

N
Where N =256
or512

906.24 MHz




Figure: Generation of a Sine wave in DDS.

The DDS constructs an analog sine waveform using an N-bit adder counting up from 0 to 2N in steps of the frequency register, whereby generating a digital ramp waveform. Each number in the N-bit output register is used to select the corresponding sine wave value out of the sine lookup table. After the digital-to-analog conversion, a low-pass filter is necessary to suppress unwanted spurious responses.

The analog output signal can be used as a reference input signal for a phase locked loop. The PLL circuit then multiplies the reference frequency by a predefined factor.

TRF6900A direct digital synthesizer implementation

A block diagram of the DDS implemented in the TRF6900A is shown above. It consists of a 24-bit accumulator clocked by the reference oscillator along with control logic settings. The frequency of the reference oscillator, ref, is the DDS sample frequency, which also determines the maximum DDS output frequency. Together with the accumulator width (in bits), the frequency resolution of the

DDS can be calculated. Multiplied by the divider ratio (prescaler) of the PLL, N, the minimum frequency step size of the TRF6900A is calculated as follows:
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The 24-bit accumulator can be programmed via two 22-bit frequency-setting registers (the A-word determines the mode0 frequency, the B-word determines the mode1 frequency) with the two MSB bits set to zero. 

Consequently, the maximum bit weight of the DDS system is reduced to 1/8. This bit weight corresponds to a VCO output frequency of (ref/8)*N. Depending on the MODE terminal’s (terminal 17) logic level, the internal mode select logic loads the frequency register with either the DDS_0 or DDS_1 frequency.
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Figure: The DDS Frequency Registers.

The VCO output frequency, which is dependent on the DDS_x frequency settings (DDS_0 in the A-word or DDS_1 in the B-word), can be calculated as follows:
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If FSK modulation is selected (MM=0; C-Word, bit 16) the 8-bit FSK deviation register can be used to program the frequency deviation of the 2-FSK modulation. 

In our case the frequencies are

Transmit Frequency = 951 MHz, Receive Frequency  = 941.3 MHz.

The DDS word for these frequencies are calculated as below

Fclock = fref = 25 MHz

N=256 

FTX = 951 MHz

FRX = 941.3 MHz

The A word i.e. DDS_0 =                                 





FTX



                      x 224




N

=


      








fref



       951MHz




                      x 224




256

=


      




                                   

25MHz

=


      260A3Dhex

= 


       1001100000101000111101binary
The B word i.e. DDS_1 =

FRX



                      x 224




N

=


      








fref



       941.3MHz




                      x 224




256

=


      




                             
            25MHz

=


      25A6E9hex

= 


       1001011010011011101001binary

The above two words along with other chip component power up / down information is programmed into the DDS registers.
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Figure: Clock, Data and Strobe Signal as programmed into the Chip for a single  DDS Register.

Phase-locked loop

The phase-locked loop (PLL) of the TRF6900A consists of a phase detector (PD) and a frequency acquisition aid (FD), two charge pumps, an external loop filter, a voltage controlled oscillator (VCO), and a programmable fixed prescaler (N-divider) in the feedback loop.

The PLL as implemented in the TRF6900A multiplies the DDS output frequency and further suppresses the unwanted spurious signals produced by the direct digital synthesizer.
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Figure: Block Diagram of a PLL.

The TRF6900A contains two charge pumps for locking to the desired frequency: one for coarse tuning of the frequency differences (called the frequency acquisition aid), and one for fine tuning of the phase differences (used in conjunction with the phase detector).

The XOR phase detector and charge pumps produce a mean output current that is proportional to the phase difference between the reference frequency and the VCO frequency divided by N; N=256 or 512. The TRF6900A generates the current pulses IPD_1 during normal operation (PLL locked). An additional slip detector and acquisition aid charge pump generates current pulses at terminal PD_OUT2 during the lock-in of the PLL. This charge pump is turned off when the PLL locks in order to reduce current consumption. The multiplication factor of the acquisition aid current IPD_2 can be programmed by three bits (APLL) in the C-word.

Programmable divider

The internal divider ratio, N, can be set to 256 or 512 via the C-word. Since a higher divider ratio adds additional noise within the multiplication loop, the lowest divider ratio possible for the target application should be used.

Power amplifier

The power amplifier (PA) can be programmed via two bits (P0 and P1 in the D-word) to provide varying output power levels. Several control loops are implemented internally to set the output power and to minimize the sensitivity of the power amplifier to temperature, load impedance, and power supply variations. The output stage of the PA usually operates in Class-C and enables easy impedance matching.

Theoretical Range of the device:

This is the theoretical calculation for a direct wave along flat terrain (no hills, mountains, buildings etc.) with a Tx @ +5 dBm (or approx 3 mw) and a Rx sensitivity of -85 dBm, with an antenna gain = 0 dBm, the transmission distance is as follows: 

Ptx - Prx 

= +5 dBm - (-85 dbm)= 90 dBm

Path Loss
= 37 + 20 Log "f" (MHz) + 20 Log "d" (miles)

90       
  
= 37 + 20 Log 915 + 20 Log "d"



= 37 + 59.2 + 20 Log "d"



= 96.2 + 20 Log "d"

90 - 96.2
= 20 Log "d"

    - 6.2 

= 20 Log "d"

   6.2/20 
= Log "d"

 - 0.3114 
= Log "d"

10^ (-.3114) 
= "d"

0.4881788 = "d" Hence we can transmit 0.488 miles, or 

1 mile = 5,280 feet therefore, distance in feet = 0.4881788 * 5,280 

= 2,577 feet.

In our current setup we have successfully reached a range of 15 meters. Bit errors are introduced when a person or a body comes in the path due to the absorption of the radio waves.

Serial control interface

A 3-wire unidirectional serial bus (CLOCK, DATA, STROBE) is used to program the TRF6900A.The internal registers contain all user programmable variables including the DDS frequency setting registers as well as all control registers. At each rising edge of the CLOCK signal, the logic value on the DATA terminal is written into a 24-bit shift register. Setting the STROBE terminal high loads the programmed information into the selected latch. While the STROBE signal is high, the DATA and CLOCK lines must be low (see Figure 2). Since the CLOCK and STROBE signals are asynchronous, care should be taken to ensure these signals remain free of glitches and noise.
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Figure: Serial Data Interface.

The control words are 24 bits in length. The first incoming bit functions as the most significant bit (MSB). To fully program the TRF6900A, four 24-bit words must be sent: the A-, B-, C-, and D-word. If individual bits within a word are to be changed, then it is sufficient to program only the appropriate 24-bit word.

Low-noise amplifier

The low-noise amplifier (LNA) provides a typical gain of 13 dB and a typical noise figure of 3.3 dB. Two operating modes, normal and low-gain mode, can be selected. The normal operation mode is selected when maximum sensitivity at low input levels is required. If high RF input levels are applied to the TRF6900A, the LNA should be operated in the low-gain mode. This ensures a minimum of nonlinear distortions in the overall receiver chain. 

An RF amplifier is a network that increases the amplitude of weak signals, thereby allowing further processing by the receiver. Receiver amplification is distributed between RF and IF stages throughout the system. The ideal amplifier increases the amplitude of the desired signal without adding distortion or noise. Numeric gain factor is defined as the output signal power Sout divided by the input signal power Sin. Numeric gain factor G is defined mathematically by the given equation. 
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An increase in signal amplitude indicates a numeric gain factor greater than unity. Conversely, a decrease in signal amplitude indicates a numeric gain factor less than unity.  A gain factor of unity indicates no change in signal amplitude processed by the two port network. The RF amplifier provides a gain factor greater than unity. (Gain factor is also used to describe losses in the system.) Numeric gain factor is converted to gain in dB (GdB) using the following equation.
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The low-noise amplifier (LNA) has a typical gain of 13 dB and a typical noise figure of 3.3 dB. Two operating modes are available for the LNA: normal and low-gain. The normal mode is selected for maximum receiver input sensitivity at low RF input levels. If high RF input levels are to be applied to the LNA, the low-gain mode should be selected.

MIXER

The mixer is designed to operate with the on chip VCO. When an external LO is desired, an LO drive level of approximately –10 dBm is applied to the VCO input terminal 14 (VCO_TANK2). The mixer output impedance at terminal 44 (MIX_OUT) is 330 Ω. This impedance allows a ceramic filter with a 330 Ω
impedance to be connected directly to terminal 44 (MIX_OUT). 

Mixer circuits translate an RF frequency to both a higher and lower intermediate frequency (IF) value. A mixer driven by an Local Oscillator signal. An IF filter selects either the higher or lower (sum or difference) output frequency. One frequency is passed while the other is rejected. 

Selecting the higher frequency is up-conversion; selecting the lower frequency is down-conversion. The translation uses a local oscillator (LO) signal that mixes with the RF frequency. The RF and LO frequencies are spaced apart by an amount equal to the IF frequency. The mixer design uses nonlinear devices, such as diodes or transistors. Using diodes, the mixer is passive and has a conversion loss. Using active devices, such as transistors, a conversion gain is possible.

1st IF amplifier

The 1st IF amplifier provides a typical gain of 7 dB to compensate for losses caused by a ceramic filter. The input and output of the 1st IF amplifiers are matched internally to 330 , permitting direct connections to 330Ω ceramic filters. 

A second filter can be connected between the 1st IF amplifier and the 2nd IF amplifier/limiter to increase the receiver selectivity.  A single ceramic filter can also be used to connect terminal 41 to terminal 39. In this case, a dc-blocking capacitor of 0.1 uF should be used to connect terminal 44 to 42 to maximize receiver sensitivity.

First IF Amplifier 

The first IF amplifier has a typical gain of approximately 7 dB, and input and output impedances of 330Ω. The purpose of the IF amplifier is to amplify the output waveform from the mixer. The first IF amplifier may be bypassed on the TRF6900.

Second IF Amplifier and Limiter 

The second IF amplifier has a typical gain of approximately 80 dB, and an input impedance of 330Ω. A voltage level of 32 mV is required at terminal 39 (IF2_IN) to generate a limited signal at the limiter output. The output of the limiter is internally connected to the FM/FSK demodulator. The limiter is internally connected to the output of the second IF amplifier. The function of the limiter circuit is to remove amplitude variations from the IF waveform. 

Amplitude variations in the IF waveform must be removed since the demodulator circuit responds to amplitude variations as well as frequency variations in the IF waveform. When the demodulator responds to amplitude variations, the receiver sensitivity is decreased and the distortion in the demodulated waveform is increased.

An IF filter is a network that allows only an IF frequency to pass to the detection circuitry. System noise bandwidth is defined by the IF filter. If several IF filters are cascaded throughout the receiver line-up, the composite IF response determines system noise bandwidth. System noise bandwidth is key in determining a receiver’s sensitivity level. Ripple is the amount of amplitude variation induced by a filter on signals through the pass-band.

The composite bandwidth of the IF filter or filters is determined in the following equation.
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Where:

BWComp: Composite bandwidth of the IF filter(s)

BW1: Bandwidth of the first IF filter

BW2: Bandwidth of the second IF filter
Received Signal Strength Indicator (RSSI)

The received signal strength indicator provides a voltage at terminal 33, RSSI_OUT that is proportional to the RF limiter input level. The slope of the RSSI circuit is typically 19 mV/dB over a frequency range of 10 MHz to 21.4 MHz. Because of its ultra-fast response time (typically 1 us per –20 dBm to off step), the RSSI can easily be used as an amplitude-shift keying (ASK) or on/off keying (OOK) demodulator for data rates up to 100 kBit/sec.

The received-signal-strength Indicator (RSSI) output voltage at terminal 33 (RSSI_OUT) is proportional to the RF limiter input level. The slope of the RSSI circuit is typically 19 mV/dB for a frequency range from 10 MHz to 21.4 MHz. The received-signal-strength indicator is a summing network with inputs from the second IF amplifier and limiter circuits. This summing network produces a voltage, which is used to indicate received-signal strength. The output voltage of the summing network is a logarithmic function of the received signal.
FM/FSK demodulator

The demodulator is intended for analog (FM) and digital (FSK) frequency demodulation. It consists of a quadrature demodulator with an external LC tank circuit. A variable inductor, internal to the TRF6900A, operates in parallel with the external tank circuit, and is used to adjust the external tank circuit’s resonant frequency.
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Figure: A Typical FM Demodulator

In the quadrature demodulator the incoming signal is applied to one input of a phase detector. The signal is also applied to a phase shift network. This consists of a capacitor with high reactance value at carrier frequency i.e. 10.7 MHz, which causes a 90o phase shift (quadrature shift). The tuned circuit consisting of an inductor and capacitor is resonant at the carrier frequency. Therefore it causes no phase shift at the carrier frequency but provides a phase shift at other frequencies that will add to or subtract from the basic 90o shift caused by the capacitor.

[image: image49.jpg]Vout

C15
2 0103 pF
(Optional)





Figure: Circuit of a Quadrature Demodulator.

While in the learning mode i.e, during a dc-free learning sequence of 0,1,0,1,0,...., the initial tolerances of the LC demodulator tank circuit are compensated and an external capacitor (connected to terminal 29, S&H_CAP) is charged to a dc voltage that is proportional to the average demodulation dc level. This level establishes the decision threshold voltage and consequently sets the zero reference for the data slicer to generate the logical levels of the data sequence that follow the learning sequence. Therefore, the user can use a non-dc-free data signal.

Data Switch

The TRF6900A incorporates an internal data switch used to select the input signal for the low-pass filter amplifier/post detection amplifier. Depending on the settings in the Mode0 or Mode1 enable registers (C-word, D-word), the user can select between OOK/ASK or FSK baseband processing without having to change external components.

Low-Pass Filter Amplifier/ Post-Detection Amplifier

The low-pass filter amplifier/post-detection amplifier is configured to operate as a current-to-voltage amplifier and may be used to realize a low-pass filter for post detection. The low-pass amplifier bandwidth may be adjusted according to noise and signal bandwidth requirements.

Data Slicer

The data slicer is a comparator circuit, which outputs the necessary binary-logic levels for external CMOS circuitry. The output of the data slicer is the demodulated data at CMOS levels.

An automatic-frequency-control (AFC) loop used to determine the data slicer decision threshold. The data slicer is fundamentally a comparator. The data slicer provides binary logic level signals, derived from the demodulated and low-pass filtered IF signal, that are able to drive external CMOS compatible inputs. The non-inverting input is directly connected to the internal reference voltage, Vref, and the inverting input is driven by the output of the low-pass filter amplifier/post-detection amplifier. The internal reference voltage, Vref, determines the decision threshold of the data slicer. 

The integrator, acting as an error amplifier, takes the low-pass filtered output signal and generates a control voltage proportional to the frequency error of the external tank circuit as compared to the limiter output signal. By adjusting the value of the internal variable inductor, this control voltage is used to fine-tune the external tank to its nominal value.
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Figure: Receiver Block Diagram
Electronic Design, Hardware Development and Testing

Component Selection

A design in RF calls for the best skills in circuit designing and electronics. We referred many Application Notes, Data sheets, Populated Circuit boards, and various websites and came to the conclusion that the answer to the need for stable and correct design would be Surface Mount Components / Devices. 
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Figure: Surface Mount Devices

Surface Mount passive devices are generally of two types 

Thick Film type / Thin Film type

The basic distinction between thick film and thin film is the method of deposition of the metallization. In thick film, specially formulated pastes are applied and fired onto a substrate. The pastes are usually applied with a silkscreen method and the substrate is of 96% alumina ceramic. 

In thin film, a layer of metallization is sputtered onto a substrate and then a pattern is etched into the previously applied metal layer, the substrates are often 99.5% alumina ceramic, silicon, or glass. Thick film is an additive process where layers of termination and resistor material are added to the substrate, while thin film is a subtractive process where the unwanted material is etched away in a succession of selective photo etching processes. 

The use of photolithographic processes to form thin film patterns produce much finer lines and traces than thick film processes. Thin film is very appropriate for high density and high frequency applications. Thick and thin film technologies are well suited for low to medium volume custom circuits. Thick film has the advantages of lower cost (both of tooling up new designs and of production runs), of being able to handle more power, and of being able to service a higher range of ohmic values. Thin film has the advantages of tighter absolute and ratio tolerances and more environmentally stable components with lower noise and tighter TCR than thick film. Thin film technology is used wherever precision resistors are needed.

Thin film is the preferred generic description for the field of microelectronics in which conductive, resistive, and/or insulating films are deposited or sputtered on a ceramic or other insulating substrate. The films can be deposited either in a required pattern or as a complete film layer and photo processed and etched to form the required pattern. The term “thin film” is derived from the fact that the deposited films are of the order of a few micrometers in thickness compared with the 10 to 50 micrometers for thick film. Often, thin film conductors are plated to improve conductivity.

The capacitors used are Multi Layered Ceramic type i.e. thick film. The inductors are Thick film type while all the resistors are Thin Film type for high precision and accuracy. All the passive devices barring a few are of the size 0805.

Definition of Surface Mount Technology

Surface Mount Technology is the practice and method of attaching leaded and nonleaded electrical components to the surface of a conductive pattern that does not utilize leads in feed through holes.
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Figure: Process of Surface Mount Technology.
Surface-mount technology has certainly made its mark in the electronic marketplace, as it has in the general electronics industry. Because they are packaged in tape and reel, surface-mount components are better suited for mass production. They are also more compact, an important consideration for crowded PC boards. Small sizes result is smaller boards, which are less prone to noise, and other effects. Any circuit of this complexity has to be developed using CAD / CAM. In the case of our transceiver we used the most popular Hardware Design Process as annotated below.

Components Used

	No.
	Designation
	Description

	1.

2. 

3. 

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.

14. 

15.

16.

17.

18.

19.


	BPF1,BPF2

CQ1

C2,C7,C17,C18

C1

C4,C24

C5,C6

C8,C15,C20,C25,C27,

C29,C30,C40,C42

C9

C10

C11

C12

C13

C19

C21,C22

C23

C32

D1

D3,D4

JP1


	Band Pass Filters 10.7MHz 150 KHz Bandwidth

Quartz Crystal 25 MHz

100pF Capacitors (0805) MLC

750pF Capacitor (0805) MLC

1.7pF Capacitors (0805) MLC

1nF Capacitors (0805) MLC

0.1uF Capacitors (0805) MLC

1pF Capacitor (0805) MLC

10nF Capacitor (0805) MLC

1uF Capacitor (0805) Electrolytic

100nF Capacitor (0805) MLC

10uF Capacitor (0805) Tantalum

330pF Capacitors (0805) MLC

27pF Capacitors (0805) MLC

2.7pF Capacitors (0805) MLC

4.7pF Capacitors (0805) MLC

Diode IN 4001

LED Red, Green (Surface Mount)




	No.
	Designation
	Description

	20.

21. 

22. 

23.

24.

25.

26.

27.

28

29.

30.

31.

32.

33. 

34.

35.

36.

37.

38.


	JP3

J1

J2

CON3

L1

L2,L8

L3

L4

L7

R1,R4,R8,R10

R2,R5

R3

R6

R7

R9

R11

R12,R20

R19,R21

U1
	Jumper

LNA_in SMA connector

RX_out SMA connector

Power Connector

4.7 nH Inductor (0805) thick film

10 nH Inductors (0805) coil wound

8.2 nH Inductor (0805) thick film

18 nH Inductor (0805) coil wound

2.2 uH Inductor (0805) coil wound.

10KΩ Resistors (0805)
39KΩ Resistors (0805)
330KΩ Resistors (0805)
1MΩ Resistors (0805)
100Ω Resistors (0805)
100KΩ Resistors (0805)
10Ω Resistors (0805)
220Ω Resistors (0805)
500Ω Resistors (0805)
TRF 6900A FSK Transceiver Chip (PQFP 48)


	No.
	Designation
	Description

	39.

40. 

41. 


	U2

U4

V1,V2


	2N2222 Transistor NPN (SOT 23)

LM 317 (Adjustable Regulator)

KV2152 Varactor (SOT 23)




Hardware Design Process

1. Schematic: A Schematic represents the components and the various connections between them as a diagram using appropriate symbols recognized globally. Many factors like power supply, characteristics, connections, components type, size, specifications are decided at the time of creating the schematic. The circuit diagram is represented using wires and connections. The output of the schematic is a net list file used in the next stage i.e. Layout and placement. A DRC (Design Rule Check) points out any anomalies that may exist. The Schematic for this project was created using ORCAD Schematic Capture version v9.0.

2. Placement: The net list file generated from the schematic is now opened in a layout editor viz. Orcad Layout plus v9.0. The components can be seen in their actual sizes and aspect ratios using the footprint information supplied earlier. The net list connections are shown, as thin lines know as rat nests. Components are placed at appropriate places on the board, my manually arranging them. For e.g. the decoupling capacitors must be placed as close to the VCC terminals as possible. Similarly the bus terminals should also be placed closed together, near the chip. Power supply must be away from the transceiver. The components must be oriented properly so that smallest and best connections are possible. 

3. Layout and routing: These operations are then done to place the actual connections between the terminals. Orcad Layout has a feature known as Auto routing, which can do most of the tedious work of finding routes automatically. In case of a multiplayer PCB which is the case for this, PTH (Plated Through Hole) connections may be needed. A consideration with RF circuits is that PTH has to be placed at a distance of (lambda / 4) all pver the PCB to minimize radiations and resulting interference as any length of track longer than (lambda / 4) acts as an antenna. The different PCB layers are shown in different colours. One has to make sure that no track in the same layer should intersect each other. Also the tracks should be as small as possible. The track width should also be chosen appropriately, with power tracks thicker than data or bus tracks. A suitable ground plane has to be constructed to provide noise immunity to the circuit. Polarities of diodes, capacitors, etc. are to be taken care of too, while designing. 

After the manual routing of tracks and connections, the layout is checked for correctness and then Gerber data is generated. This is a general format data widely used through out the CAD / CAM industry.

4.
PCB manufacturing: The Gerber data and layout data generated in the previous step is supplied to the manufacturer for PCB manufacturing process. This involves the following steps.

· Selecting the copper board, either single sided, or double sided and cutting it to the appropriate size as specified in the data

· Drilling of holes of various sizes using a CNC machine. The drill hole data is supplied by the Layout software and is fed into a computer.

· Imposing the layout on the board using photographic techniques and UV light. Photo resist sheets are used for this process.

· Cross checking the connections thoroughly as formed by the photo resist with the original design.

· Dissolving all the exposed copper leaving back the original tracks.

· Depositing copper inside the PTH.

· Tinning of connections

· Enameling and heating

· Deposition of thin layer of molten solder and hot air blast.

· Silk Screen Printing

· Final PCB ready for mounting

5.
PCB checks: After the PCB is ready all the connections are tested for their correctness. Any improper track, or connections are rectified.

6. Components mounting and Soldering: The selected components are first placed in proper orientation and then soldered on the board. Care should be taken not to heat the components unnecessarily for a long duration. Typically 5 to 10 seconds is what most manufacturers recommend. This is the recommended maximum time for which the components can tolerate direct heat from the solder iron. The legs of the TRF 6900A chip are very fine and may have to be checked under a microscope for their proper position and any bends or kinks should be rectified. The polarity of all the components like capacitors and diodes should be maintained. The pin 1 of TRF 6900A chip as indicated by a dot on the surface can be easily identified. Other components should be seated in their correct positions i.e. the pin number on PCB should correspond to the pin number on the device.

Testing and Analysis

RF circuits need to be analyzed in the frequency domain. A spectrum analyzer is the test equipment of choice. A RF Spectrum Analyzer is a very special kind of superhetrodyne receiver, which receives a chosen range of signals and displays the relative signal strength on a logarithmic display, usually a cathode ray oscilloscope - CRO. In a dedicated Spectrum Analyzer the CRO display is incorporated into the instrument itself. The general idea is to slowly sweep through a range of desired signals, all the while converting them to a much lower frequency where they are individually (within practical limits) converted to a DC level representing a logarithmic or decibel level for display on the cathode ray oscilloscope - CRO. Here meaningful comparisons and information about the signals can be discerned. Indeed a Spectrum Analyzer is a very powerful piece of test equipment.

The RF spectrum analyzer is essentially a swept receiver with a visual display. The display shows the strength of all signals within a user-defined frequency span. Each signal is represented by a line or blip that rises out of a background noise. Commercial analyzers are calibrated for signal power, with all signals referred to a reference level at the top of the screen. 
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Figure: A spectrum analyzer
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The circuit was first designed to operate in the vicinity of 915 MHz. Due to onboard capacitance near the VCO it was found that the varactor series capacitor were limiting the frequency to 850 MHz. Thus they were reduced to 1.7 pf from 3.3 pf, hence centering the frequency to 940 MHz. Various other factors like Output power, receiver sensitivity, testing frequency deviation, noise and interference were evaluated and accordingly the following steps were taken

i. Enclosing the transceiver in metallic boxes

ii. Using Ferrite beads on the external data and power lines.

iii. Use of a coil based Inductor for the oscillator instead of thick film type.

iv. Connecting Antennae terminals using SMA connectors.

v. Replacing the Berg Stick type jumper connections with a DB 25 connector.
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An SMA connector is a semi-precision, 3mm high-frequency connector with repeatable electrical performance from DC-18Ghz and beyond. Ideal for microwave and RF.
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Figure: Digital Data Lines.
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Figure: A DB25 Connector

The digital data lines are used to program the chip using the computer or micro controller, as may be the case. We have employed a DB 25 connector for connecting to the PC’s parallel port. We measured the logic voltage levels for the parallel port viz. +3.3V for logic ‘1’ and 0V for logic 0, hence only series resistances of value 100 Ω are needed for current control. When Enable line is put to the logic High the device powers up else on a logic low it is in standby. An asserted Mode line means Mode 1 operation and de-asserted Mode line is Mode 0 operation.

Data Rates, Encoding, Training and Noise.

The Modem has modulates incoming data, which may contain noise. The input data rate may also be varied so as to support the fastest data rate. The DDS should have a fast enough switching rates to support the given data speed and the frequency deviation should be at least twice the data rate.

Loop Filter Design for the Transmitter Section.

A second order passive loop filter is used for the frequency synthesizer.
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Figure: The Loop filter

The component values for this filter are given as follows
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Numerical Calculations of the Second Order Loop Filter

The divider is selected as N = 256. Rbias is set to 300 kΩ.

The VCO gain was measured as 6 MHz / V.

The loop bandwidth = (c  ( 2(BN
(c  ( 2( ( 20 ( 103  radians / s
Where BN is the recommended loop bandwidth.

The minimum loop bandwidth, in Hertz, must be equal to or greater than the data rate. As a rule of thumb, the loop bandwidth is set to approximately 1.3 to 2 times the data rate. For this example, the loop bandwidth, BN, was set to 20 kHz, which is twice the data rate (data rate = 10 kHz, bit rate = 20 kbps). A loop bandwidth of 20 kHz should support data rates up to 20 kHz (bit rate = 40 kbps).
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From the above equations, capacitor C1 becomes 22 pF.

Capacitor C2 is found to be 147 pF.

Resistor R2 is calculated to be 152 k(.

Because the calculated component values are not standard, the following standard values are initially selected:

C1 = 20 pF

C2 = 125 pF

R2 = 150 k(
Next, the loop values were checked with the following equations:
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The initial values of the loop components were optimized to minimize phase noise and spurious responses, to adjust the loop bandwidth closer to 20 kHz, and to obtain a damping factor close to 1. Normally, the damping factor is set between 0.707, for best switching speed, and 1, for best loop stability. 

For a damping factor of (= 1, the final values selected for the loop filter were:


C1 = 22 pF

C2 = 150 pF

R2 = 135 k(
For a DDS-based synthesizer, the loop bandwidth must be at least equal to, and preferably greater than, the TX data rate (or modulation rate). As a rule of thumb, for the TRF6900, the loop bandwidth, in Hertz, is set to approximately 1.3 to 2 times the data rate. If this requirement is not met, the FSK output spectrum is distorted. If the loop bandwidth is much less than the TX data rate, no modulation will be present on the output spectrum. Thus, the maximum user data rate determines the minimum loop bandwidth for the application.

Demodulator Design for the Receiver Section

The demodulation-tank circuit is shown in the figure below. The bandwidth of the demodulation tank circuit must be greater than the bandwidth of the IF filters used. As a rule of thumb, the demodulation tank circuit bandwidth BWt must be set to 1.5 times the IF filter bandwidth.

The composite bandwidth of the IF filter or filters is determined in equation.
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            BW22
Where:


BWComp 
:  
Composite bandwidth of the IF filter(s)

BW1 

:
Bandwidth of the first IF filter

BW2
            :       Bandwidth of the second IF filter

Given
    BW1= BW2 = 150 KHz

BWcomp 
= 106 KHz

If only one IF filter is used, the composite bandwidth BWComp is equal to the single filter bandwidth.

The Q of the IF filters must then be determined:

                       fc
QIF  = (((((((

  BWComp
QIF = 10.7MHz / 106 KHz = 100

Where:


QIF  : 

Q of the IF circuit


fc      :

Center frequency of the IF chain = 10.7 MHz


BWComp :
Composite bandwidth of the IF filters

The QT of the demodulation tank circuit is equal to:



    fc
QT  = (((((((

    1.5 ( BWComp
QT  = 10.7MHz / (1.5 ( 106KHz)

QT = 67.3

Where:


QT:

Q of the demodulation-tank circuit


fc:

Center frequency of the IF chain


BWComp:
Composite Bandwidth of the IF filters
The quality factor QT of the demodulation tank circuit is also 

equal to:

   QIF


QT  = (((

   1.5

QT =  100 / 1.5 = 66.6

The inductor chosen for the demodulation tank circuit determines the quality factor of the demodulation tank circuit (QT), because inductors have low values of Q compared to capacitors. The inductor is chosen to have as high a value of Q as possible to properly resonate with the capacitor. If the inductor chosen has a Q value higher than QIF (as calculated), the Q of the demodulation tank circuit must be decreased. 
As the inductor L7 (2.2uH) used has a Q of around 70, therefore no need to reduce the tank circuit’s Q. The frequency of Oscillation of the Tank circuit is given by

1

f = 


          2 Л x       L x C
= 1/(9.319E-8)

= 10730224.07 Hz

= 10.7 MHz
A tuning capacitor of range 2 to 10pf has been placed in parallel with a 90pf capacitor instead of a 100 pf C17, for accurate tuning of the receiver.

Low-Pass Filter Amplifier/Post-Detection Amplifier
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Figure: LPF amplifier

The low-pass filter amplifier/post-detection amplifier is used to amplify the output of the demodulator circuit and to provide filtering of unwanted products from the demodulator circuit. The cutoff frequency, or –3-dB corner frequency, of the low-pass filter amplifier should be greater than two times the data rate. The low-pass filter amplifier/post-detection amplifier is configured to operate as a current-to-voltage amplifier. The amplifier configuration shown in figure above is a second order low-pass filter.

 The low-pass-filter bandwidth is determined by external components R1, C1, C2, and internal resistor R2. Internal resistor R2 has a fixed value of 10 k.

 An internal 10-pF capacitor sets the maximum –3-dB corner frequency to approximately 0.75 MHz.




1



fc  =   (((((((((((
         2( 
    R1 ( R2 ( C1 ( C2

Where:


C1 ( 3 ( C2

Resistor R1 is set for maximum voltage gain. Laboratory measurements have shown that the maximum value of R1 is 39 k(. The output voltage does not increase if resistor R1 is increased above this maximum value.

The equation below is used to determine the voltage gain A.


  R1
A = (((

   R2

Capacitor C2 is determined by equation




1

C2  = (((((((((((((

2 ( Q ( R1 ( (c

Where: 


(c  = 2( fc  

          Q: Quality factor

This value of Q is determined from the transfer function of the low-pass filter amplifier/ post-detection amplifier. The classic form of this transfer function is:



(h

H(s) = ((((((((

          (0
S2  + ((s + (02

             Q


Another form of the transfer function equation is:


(h

H(s) = ((((((((

S2  + 2((0s + (02

Where ( is the damping factor.

When the two forms of the transfer function equation are compared, the relationship between Q and is as shown in the given equation.

         1


Q = ((
         2(
Ringing and peaking are minimized if (is set to approximately 1.1 so that the filter circuit is overdamped. The required Q is determined to be approximately 0.45 using the relationship of equation.

The value of capacitor C1 is determined by substitution of equation (46) (solved for R2) into equation (47) (solved for C1) to yield:



A

C1   =  ((((((((((((

  ((c )2   (  ( R1 )2  ( C2

We calculated the parameters of the low-pass filter amplifier/post-detection amplifier values for the board. The –3-dB cutoff frequency ((c) for this is 45 kHz. The (c was chosen to be two times a data rate of 20 kHz (equal to a bit rate of 40 kbps), plus 5 kHz of margin to account for part tolerances, etc.

Given:

R1 = 39 k(
Resistor R1 is chosen for maximum voltage gain (Av) of low-pass filter amplifier/post-detection amplifier.

R2 = 10 k(

Resistor R2 is an internal fixed resistor.

(c= 45 kHz 
Cutoff frequency chosen as 2 (data rate of 20 kHz, plus a 5 kHz margin.

(= 1.111 
Damping factor, chosen to be greater than 1 to minimize peaking and overshoot.

Definitions:



(c  = 2( (c  

Calculations:

Calculate the voltage gain Av:

  R1
A = (((

   R2


  39k(
A = (((((

   10k(
A  = 3.9

Calculate Q:

         1


Q = ((
         2(
              1


Q = ((((
         2(1.111)
Q = 0.45

Calculate  (c:

(c  = 2( (c  

(c  = 2( (45kHz) 

(c  = 2.8274 ( 105

Calculate Capacitor C2:


 1


C2  = ((((((((((

2 ( Q ( R1 ( (c




 1


C2  = ((((((((((((((((((

2 ( 0.45 ( 39k(  ( 2.8274 ( 105
C2  = 100.768 pF

C2  = 100 pF

Calculate Capacitor C1:




A

C1   = ((((((((((((

  ((c )2   (  ( R1 )2  ( C2




           3.9

C1   = (((((((((((((((((((

  (2.8274 ( 105) 2 (  (39k() 2 ( 100 pF

C1   = 320.738 pF

C1   = 330 pF

Checking calculations:

Calculate the cutoff frequency using standard values for components:



1



(c  =   ((((((((((((((
         2( 
    R1 ( R2 ( C1 ( C2





1



(c  =   ((((((((((((((((((((((((
         2( 
    39k(   ( 10k(    ( 330 pF ( 100 pF
(c  = 44.364 kHz

Calculating Q using standard value for components:

Q = 0.46

Calculate damping factor ( using standard values for components:
          1


Q = ((
          2(
Therefore,

         1


( = ((
         2Q

         1


( = (((( = 1.087
         2(0.46)

Thus the low pass filter is designed for the best response.
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Figure: Amplifier Output and the corresponding Slicer output. We can see the correct data output.

Data Slicer

The TRF6900 data slicer provides a binary-logic-level signal at the DATA_OUT terminal. This signal is derived from the demodulated and low-pass-filtered, received RF signal. A decision threshold for the data slicer, Vref, must be maintained to distinguish a received 1 from a received 0 properly and to minimize any bit errors. This decision threshold is always set to 1.25 V, however, a dc offset is introduced to ensure a proper decision in the presence of a non-constant-dc bit sequence during receive.

As part of the Automatic Frequency Control loop, the data slicer constantly integrates the incoming signal when in the learn mode and charges external capacitor terminal, pin 29 to an offset voltage from the dc voltage level Vref, which is proportional to the average demodulation dc-level. This dc voltage level (Vref together with the offset voltage) is used as the decision threshold. The offset voltage is controlled by the internal regulation loop and can be measured at terminal 29. While in the learn mode, terminal pin 29 determines the integration time constant (AFC of the entire AFC loop. 

One can continually operate the TRF6900 receiver in learn mode if the TRF6900 is receiving a constant dc (also called dc free) code such as Manchester, or bi-phase. However, a brief training or learning sequence is required at the beginning of each transmitted data packet to ensure that the external capacitor on the receiver is charged to the correct dc threshold.
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Figure: Demodulated training data which is DC free.

The training sequence must be constant-dc. Therefore, the use of alternating 1s and 0s is recommended for this sequence. An alternating training sequence of 1s and 0s exhibits constant dc, independent of the data-coding scheme used.

If the device is kept in learn mode and is receiving a non-constant-dc code (such as NRZ) during reception of valid data, the decision level is altered by long 1 or 0 sequences. Therefore, if a non-constant-dc data coding scheme is used, we must periodically switch between learn and hold modes.
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Figure: Error in signal when NRZ data is demodulated in Learn Mode
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Figure: Demodulated Data in Hold mode. Notice the correct decision taken.

Because the band always contains noise, the data slicer output (DATA_OUT) necessarily always delivers a digitized signal component. Another cause for a signal at the data slicer output is another application using the same frequency band. In any case, the TRF6900 always delivers a signal to RXDATA when it is active and in receive mode. 
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Figure: Output of the Slicer and the Amplifier due to noise in the band

The received signal is distorted by noise within the RF band as well as by other effects, the RXDATA signal always contains jitter, as shown in Figure, which shows oscilloscope traces of the RXDATA signal on different time intervals on the receiver side. Jitter is a term for what engineers would readily call time-domain distortion. Unlike frequency-domain distortion (such as clipping, harmonic distortion, etc) time-domain distortion does not actually change the physical content of the information, only the time at which it is delivered.
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Figure: Output of the Slicer and Amplifier. The next figure shows 

the jitter effect.
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Figure: Output of the Slicer and Amplifier showing the jitter in the received data.

Note the leftward shift of the data pattern in the X axis due to jitter.

DB9 connector

The female DB9 connector connects to the serial port of the computer at one end and to the Modem at the other end. RS 232 C serial data levels are at –9V at logic high and +9V at logic low. As a result a conversion has to be made as the Modem supports only 3.3 V logic levels. MAX232 chip, which does the conversion, but from 9V to 5 V and vice versa can be used for conversion between the two voltage levels. The 5 V is further reduced to 3.3 V by the use of a resistive divider. Data transmit line from the PC is connected to MAX 205 an the output is reduced to 5 V, which after the resister divider is 3.3 V. On the contrary received data from the Modem is directly fed into the serial port as it can sense voltage variation as low as 0V to 3V.
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Figure: A DB9 Connector

Power Supply

As far as the power supply to the chip is concerned an adjustable regulator LM317 is used with the adjusting resisters set such as to obtain an output voltage of 3.3 V.

Software Development

A wireless Modem requires digital data to be modulated and sent on a carrier wave. The modulator takes in serial data, modulates it using a suitable scheme and transmits that. The demodulator’s job is to receive the original data from the signal and send it back to the computer. In our case we used the RS 232 C serial port as we needed serial data. During testing we found that using current components the device supports 38.4 kbps and data at 19.2 kbps was error-free to a remarkable extent. Therefore our current software sends and receives data at 19.2 kbps i.e. the port has been set at 19.2 kbps which one of the standard speeds supported by the serial port. FIFO (First In First Out) buffers for RS 232 have been enabled so that data may not be dropped by the port due to a busy CPU and non-servicing of an interrupt.

Our Programming tool of choice i.e. Visual C ++ has been used to generate the base band code. The application namely “WModem Control Panel” has the following functions

1) Programming the TRF 6900A chip for the appropriate operating frequencies.

2) Setting the frequency deviation.

3) Enabling / Disabling Components on Chip and setting various mode viz. 

a) Power Amplifier (Output power may be programmed)

b) VCO / PLL

c) Mixer

d) LNA (Low noise Amplifier) Gain can also be set.

e) IF (Intermediate Frequency Amplifier)

f) Limiter

g) RSSI (Received Signal Strength Indicator)

h) FSK Demodulator

i) Data Switch (Choose between RSSI and Demod)

j) Data Slicer 

k) Data Slicer Mode (i.e. Learn mode / Hold mode)

4) Change the Mode of operation i.e. Transmit, Receive, Learn , Hold etc.

5) Enabling or Disabling the Device.

6) Chat Software for text transfer of messages.

7) File transfer software for users to transmit files through the modem.

A Graphical User Interface (GUI) leads to an intuitive design along with ease of operation. 

The mode of programming the chip is by converting serial data needed to program the chip to appropriate data bit position on the parallel port. 

For e.g. bit 0(LSB) is for clock, and bit 1 21 for data. Let the data sequence be 0110, then the program would send the following words to the chip.

00000000,10000000

01000000,11000000

01000000,11000000

00000000,10000000

Each word is followed by a finite delay to keep within the speed limits of the port. The delay hence speed may be adjusted by calling a method to the Port class in out application.

As the Software is in the development stage hence the documentation for that is underway.
Hardware / Software User’s Guide

Precaution: The device is static sensitive and has limited built in Electro Static Discharge protection, therefore please ensure that as an user one is grounded by either wearing a grounding wristband or periodically touching the metallic cabinet of the computer. The Modem should be handled carefully and should not be exposed to harsh conditions like shock, vibration, heat, etc, which may lead to unpredictable conditions and performance.
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Figure: Picture of the WModem depicting the essential parts.
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Figure: Front End of the WModem Control Panel Software

Step-by-Step Procedure for establishing a successful wireless link.

1) Place the Modem on a stable platform.

2) Connect the SMA antennae i.e. RX and TX antenna to their respective connectors on the modem.

3) Plug in +5V DC into the power connector. The power indicator LED should glow RED.

4) Connect the DB 25 connector of the data cable to the modem and the other end to the Parallel port receptacle of the computer.

5) Connect the DB 9 connector to the serial port receptacle of the computer.

6) Fire up WModem Control Panel App.

7) Press the ‘Send Words’ Button on the App, to program the chip.

8) To transmit data from please press TX button and to receive data on the serial port press RX button. The green LED for Lock detect should glow. The operating frequency of the device is preset into the software.

9) The top most text box displays incoming text when Open Handle button is pressed.

10) The center text box displays text typed below.

11) The bottom most text box is the text that would be transmitted once OK button is pressed.

12) Send File button would transmit the file, that is pointed to be the file name entered into the text box beside the button. Please ensure that the device is in the Tx mode before pressing the button and the remote device is already in Rx mode.

13) Receive File button would receive a file, and store it by the name typed entered into the text box beside the button. Please ensure the device is in Rx mode before pressing the button.

14) Presses the Learn Button to put the receiver in learn mode to enable reception NRZ encoded data. When the button is pressed, the receiver automatically goes into Rx mode.

15) Press the Train button to train a remote receiver, by sending a training data for 10 seconds. The receiver should switch to Rx mode within this 10 seconds window else a retraining is needed.

16) The open handle button configures the application for data transfer.

17) The close handle button releases control of the serial port and any other application may be used for wireless data transfer.

References:

1) Wireless Digital Communication by William Blake.

2) Texas Instruments Website: www.ti.com
3) Chipcon Website: www.chipcon.com
4) MSDN Library: www.msdn.microsoft.com.  

5) Google Search Engine: www.google.com
6) Coil Craft Inductors: www.coilcraft.com
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