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Abstract—Moving objects detection is a basic task in video 
analysis and applications. Many algorithms have been 
proposed to detect moving objects under different situations in 
the past decades. In this paper, we propose a new method to 
detect moving objects in a non-stationary, complex 
background for an automatic traffic monitoring system. As a 
pre-treatment, the square neighborhood algorithm is adopted 
to compensate the disturbance caused by shaking of camera. 
Then, an improved temporal difference method is applied to 
obtain the moving areas. Some post-treatments are used to 
optimize the detection by eliminating noise from the moving 
areas. The proposed method is excellent in real-time 
performance because it requires only a little memory and 
computation. Experiment results show that this method can 
detect the moving objects efficiently and accurately form the 
video recorded by a shaking camera with changing 
background and noises. 

Keywords—Motion detection, traffic monitoring, mixture 
of Gaussians, square neighborhood matching.  

I.  INTRODUCTION  

Intelligent transportation system provides an attractive 
alternative to the traditional traffic systems, which depend 
almost on the facilities of the system for traffic circulation 
and safety. A video camera, coupled with computer vision 
techniques, makes up of a video-based intelligent 
transportation system [2]. Detection of moving objects is the 
first relevant step in this system. To meet the special 
requirements of efficiency and accuracy of a successful 
video-based system, moving objects detection algorithm 
should be characterized by some important features, such as 
accuracy, real-timeness, etc. The accuracy of detection is a 
basic requirement of the system. In general, the accurate 
detection is time-consuming. Moreover, a real time system 
ensures that the detection information is provided in time, 
and the management commands from the control center are 
responded timely. In fact, a precise moving object detection 
method makes tracking more reliable and faster, and 
supports correct classification, which is quite important for a 
system to be successful [3]. 

During the past decades, researchers in vision technique 
have already proposed various algorithms for detecting 

moving objects, such as, consecutive temporal difference 
(consecutive frames subtraction) [9,10,11,12], optical flow 
approach [1,4, 5,13,14], and background subtraction [6, 7, 8,15,18,19], 
etc. Among these methods, background subtraction 
algorithms are most popular, because they are relatively 
simple in computing in a static scene. However, the 
background is assumed to be static in this method. Thus, 
shaking cameras, waving trees, lighting changes are quite 
probable to cause serious problems to a background 
subtraction model [1]. In addition, a successful background 
subtraction method needs to model the background as 
accurate as possible, and to adapt quickly to the changes in 
the background. These requirements add extra complexity to 
the computation of the model and make a real-time detection 
difficult to achieve. Optical flow approach is quite excellent 
because it can detect the moving objects independently and it 
works very well in changing environments, even in the 
absence of any previous information of the background. 
However, the computational cost of the approach is very 
expensive, which makes it very difficult to be applied in a 
real-time system. And, this approach is quite vulnerable to 
disturbs, such as the headlights of the vehicles. Thus, it is not 
fit for the traffic control system. 

 Temporal difference is the simplest method to extract 
moving objects and robust to dynamic environments. 
However, it easy to cause small holes and cannot detect the 
entire shape of a moving object with uniform intensity. Also, 
any changing elements in the background can be easily 
classified as the foreground by temporal difference. In this 
paper, we propose an improved temporal difference 
approach. Three consecutive frames are used for computing. 
The pre-treatments are applied to compensate the camera 
motion in the input frame. Moreover, the post-treatments are 
employed to optimize the differential results by filling the 
small holes and removing uninteresting moving objects.  

The rest of the paper is organized as follows. Section II 
presents the main results of the paper. First, an overview of 
the framework of the proposed method is described. Then, 
the details of the implementation are presented, including 
camera motion compensation, improved consecutive 
temporal difference, small holes fulfillment and uninteresting 
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motions removal. The efficiency and accuracy of the 
proposed method are illustrated by some experiment tests in 
Section III. Finally, Section IV concludes the paper with 
some remarks. 

II. THE FRAMEWORK OF THE PROPOSED METHOD 

Figure 1 illustrates the block diagram of our algorithm. 
The camera motion of the input frame is compensated and 
consecutive temporal difference is performed to extract 
moving areas from the image. The moving areas include the 
target areas (moving objects we are interested in) and some 
uninteresting motion areas (the moving background). Post 
treatments are used to optimize the detection by filling the 
small holes in the detected objects and removing 
uninteresting motions. Since shadows won’t have large 
change between two consecutive frames and little change of 
shadows to be detected can be removed by the post 
treatments, shadows have little effect on the accuracy of 
detection. Thus, they are not handled here to improve the 
efficiency of this method. To perform this method in 
real-time and with high accuracy, we design every block 
carefully. Since the consecutive temporal difference 
approach requires no background model and little memory, 
this approach is quite efficient and accurate in that it has a 
low computational cost and it adapts quickly to the changes 
of the background. 

First, the input frame is compensated by using a camera 
motion compensation algorithm, which takes some spots in 
the frame as basic pixels and estimates the motion of the 
camera with a square neighborhood matching method. The 
whole input frame is then adjusted to make up the motion of 
the camera. The square neighborhood matching method will 
be fully described in the following subsection. It shows how 
we record the deviation of the image.  

Second, an improved consecutive temporal difference 
approach is used to quickly obtain moving areas of the input 
frame. This approach makes use of three consecutive frames. 
The three frames are divided into two groups. The first group 
includes the two previous frames (the two consecutive 
frames that go before the input frame), while the second 
group includes the input frame and the frame before it. By 
subtracting the two groups separately, we get two results of 
different areas from the two subtractions. Since the 
intersection of the two results is just the very part of the 
moving area in the frame previous to the input frame, we can 
obtain the moving areas by subtracting the second results by 
the intersection of the two difference frames.   

Third, post treatments are used in this phase to fill the 
small holes in the detected objects and to remove 
uninteresting motions from the moving areas obtained in the 
second phase. Since shadows are not handled in this method, 
post treatments deal mostly with the two problems 
mentioned above. The math morphology techniques are used. 
The moving areas are expanded and corroded first to fill the 
small holes and to get connecting fields, shaping entire 
objects. Then the area of the connecting fields are computed 
and segmented to decide whether the field belongs to the 
target objects or uninteresting motions. In this way, we shape 
the entire object by removing the small holes and eliminate 

uninteresting motions from the detection, leaving only the 
objects that we are interested in. 

A. Camera motion compensation  

Since temporal difference approach is quite sensitive to 
any changes between two consecutive frames, a shaking 
camera may cause a breakdown to the whole approach, for 
any pixel in the new frame may be different from the one in 
its original position in the last frame, due to the motion of the 
whole image. To avoid errors like that, the camera motion of 
the input frame must be compensated. Camera motion 
compensation uses a new method, which takes some 
symbolic spots as the basic pixels for matching, coupled with 
a square neighborhood matching algorithm to decide the 
motion of the image.  

For a given environment, first we choose some special 
spots to act as basic pixels. The spots chosen should scatter 
in every corner of the frame to ensure an accurate 
compensation of the whole frame. For every basic pixel in 
the chosen spots, first we define a neighbor area for it, 
normally a square of N×N pixels for the pixel in the center of 
the square (N is 10 in our paper), with the basic pixel in the 
center of the square. For each  

 
Figure 1.  Block diagram of the proposed algorithm 

square, we establish a coordinate with the center pixel in the 
square as the origin, and define X-component, Y-component, 
and XYL-component, XYR-component for the line going 
through the origin and 45 degrees away from the 
Y-component on the left and on the right separately 
(XYL-component for the left and XYR-component for the 
right), as shown in figure 2. For the basic pixel in the center 
of the square, all the pixels that are on the lines of the four 
components in the frame are matched, by computing the 
pixel intensity. The locations of the pixels that match the 
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basic pixel are recorded for further use. Theoretically, 
estimating the motion of a pixel, we can obtain the motion 
displacement of the image. But in practice, we often choose 
more pixels to calculate to reduce errors. How many spots 
should be chosen to calculate depends on the sensitivity 
requirement of the detection (we take about 100 pixels here). 

 
Figure 2.  Square neighborhood matching model 

When more than one basic pixel are used to match to their 
neighbor points, and each pixel has more than one matching 
pixels, the displacement of the motion can be calculated by 
computing the number of matching pixels for each location 
in the corresponding squares. In other words, for each 
location in the square (e.g. the positive point 2 in the 
Y-component of the square), we calculate the times when the 
given pixel matches to the pixel at this location, then we 
choose the one with the most matching times as the 
displacement of the motion, and adjust the image wholly to 
compensate the displacement at last.  

B. Consecutive temporal difference  

After the pretreatment of the input frame, we begin to 
detect the moving areas. In this paper, we obtain the moving 
area of the input frame by performing three subtractions of 
the consecutive frames to remove the background in the 
input frame. The implementation of the method is described 
in the following. 

Let  2IF k  ,  1IF k   and  IF k  represent three 

consecutive frames, with  2IF k   comes earliest and  IF k  

(representing the 
thk input frame) comes latest. First, we 

divide the three frames into two groups, with  2IF k   and 
 1IF k 

 a group,  1IF k   and  IF k  another group.  

First, we perform subtractions of the two groups 
separately to get two difference frames. Suppose a frame has 
m rows and n columns, and the value of the pixel at 

position   ,i j
 in the 

thk  input frame is  , ,f k i j
, 

( )F k can be represented as:  

 
   

   

,1,1 ,1,

, ,1 , ,

f k f k n

F k

f k m f k m n

 
   
 
 


 


 

Then we obtain two difference frames by subtracting the 
two groups separately: 

     
     

1

1 1 2

D k F k F k

D k F k F k

  


      

The subtraction here is defined as: 

 
       

       

 
       

       

,1,1 1,1,1 ,1, 1,1,

, ,1 1, ,1 , , 1, ,

1,1,1 2,1,1 1,1, 2,1,

1

1, ,1 2, ,1 1, , 2, ,

f k f k f k n f k n

D k

f k m f k m f k m n f k m n

f k f k f k n f k n

D k

f k m f k m f k m n f k m n

     
    

       


      
              


 




 



 

Then we define the value of every pixel in the difference 
frames as:  

 
   
   

 
   
   

0 , , 1, ,
, ,

1 , , 1, ,

0 1, , 2, ,
1, ,

1 1, , 2, ,

f k i j f k i j
d k i j

f k i j f k i j

f k i j f k i j
d k i j

f k i j f k i j









     
    


            

 

By performing the subtraction above, we get two 
difference frames, with the pixels with value 0 the 
background pixels and the pixels with value 1 belonging to 

moving areas. Here, 
 D k

record the moving areas in 

both
 IF k

and
 1IF k 

, while ( 1)D k  record the 

moving areas in both
 1IF k 

and
 2IF k 

.   

Second, we intersect the two difference frames obtained 
in the first step to get the intersection of the pixels with value 

1. Since the moving areas in 
 1IF k 

 are recorded in 
both of the two difference frames, by intersecting 

 D k
and ( 1)D k  , we can easily get the moving areas 

in
 1IF k 

. The moving area in
 1IF k 

, that 

is ( 1)M k  , is calculated like this: 

   ( 1) 1M k D k D k   
  

Third, we obtain the moving areas in 
 IF k

by 

subtracting 
 D k

from ( 1)M k  .As we have said before, 

 D k
contains both the moving areas in 
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 IF k
and

 1IF k 
, and ( 1)M k  is the moving areas 

in 
 1IF k 

, by subtracting 
 D k

from ( 1)M k  , we 

get the very moving areas in 
 IF k

(the input frame), 
( )M k . 

   ( ) 1M k D k M k  
 

C. Post treatment  

There are two problems of consecutive temporal 
difference approach, its inability to detect the entire moving 
objects (always causing small holes in the objects) and its 
sensitivity to any changes between two consecutive frames 
( being inclined to detect  uninteresting motions in the 
detection). Post treatment must be taken to handle these 
problems.  

Since the small holes in the objects sometimes cause 
trouble in objects segmentation, especially when the holes 
are connected inside the object, leading an object to be 
separated into more one by mistake, measurements must be 
taken to avoid situations like these. In this paper, we remove 
the small holes in the objects with the math morphology 
techniques [16]. The most basic operations of math 
morphology are expansion and corrosion. To remove the 
small holes in the objects, first we expand the moving areas, 
to have the small holes filled up and form the entire shape of 
the detected object. But the shape of the object is somewhat 
distorted after expansion, so corrosion is used to shape the 
object back. Corrosion is a process used to eliminate the 
points on the border, to make the border contract into the 
center and to remove some small and meaningless points, 
thus recover the shape of the object. 

Another problem is that the moving areas obtained with 
the temporal difference approach contain some uninteresting 
motions. A stationary background is unnatural in outdoor 
environments, swaying leaves and shaking trees are probable 
to be detected as moving objects by temporal difference 
approach. Here, the math morphology is again used to 
eliminate these uninteresting motions [17]. After the 
treatment of expansion and corrosion of last step, we get the 
connecting fields of moving objects. Since vehicles (or 
interesting objects) are supposed to have a relatively large 
size compared to the uninteresting motions, we compute the 
area of every connecting field. If the area the connecting 
field is less than the threshold value, the field is considered 
as the uninteresting motion and removed from the moving 
areas. In this way, we shape the entire object by removing 
the small holes and eliminate uninteresting motions from the 
detection, leaving the objects that we are interested in.   

III. EXPERIMENTAL RESULTS 

In this section, the effectiveness and accuracy of the 
proposed method is demonstrated with two cases in traffic 
monitoring systems with complex backgrounds where 
shaking cameras, changing elements are presented. The first 
video sequence used in this section is downloaded from the 
Internet and the second one is got with a live camera. The 

average speed for these sequences is about 70 fps and 54fps 
respectively in 1GB Pentium III machines.  

Figure 3 demonstrates the ability of the proposed method 
to detect moving vehicles on a road. Figure 3(a), 3(b) and 3(c) 
are three consecutive frames in a video sequence in which 
cars and walking persons are presented. The frame 3(c) is 
taken as the input frame. Figure 3(d) is the difference frame 
of the original frames 3(a) and 3(b) obtained with temporal 
difference, and 3(e) is that of frames 3(b) and 3(c). The 
detected moving areas of the input frame, which is derived 
by subtracting 3(e) by the intersection of 3(d) and 3(e), is 
shown in Figure 3(f). From Figure 3(f), we can see that there 
are some small holes and uninteresting motions in the 
moving areas. Math morphology is applied to shape the 
entire objects and remove uninteresting motions, and the 
final detected region is shown in Figure 3(g). The average 
speed for this sequence runs 70 fps because the camera is 
relatively stable and the background is much more stationary 
in this sequence. 

  

(a) the original frame    (b) the original frame 

  

 (c) the original input      (d) the difference frame 

     frame                  of frames (a) and (b) 

  

(e) temporal difference     (f) detected moving region 

of frames (b) and (c)      of the input frame 
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(g) the final detected region 

Figure 3.  Experimental results of moving objects detection on a road  

Figure 4 demonstrates the capability of our method to 
handle changing background. The three original images on 
top of the figure are taken from a video sequence got with a 
live video in a windy day. In the frames, the trees are 
shaking and some sundries are blown to fly over the floor. 
The final result is shown in Figure 4(g). From the result, we 
can see that our algorithm works well in disturbing 
background. It removes the uninteresting motions from the 
detected region with satisfactory performance. The speed for 
this sequence runs about 54 fps. 

  

(a) the original frame       (b) the original frame 

  

(c) the original input      (d) temporal difference 

   frame                  of frames (a) and (b) 

  

(e) temporal difference     (f) detected moving region 

of frames (b) and (c)       of the input frame 

 

(g) the final detected region 

Figure 4.  Experimental results of motion detection from a video sequence 
taken with a live camera in a windy day 

IV. CONCLUSIONS 

Based on consecutive temporal difference and the square 
neighborhood matching algorithm, we propose a method for 
motion detection in complex background in traffic 
monitoring systems, which is proved to be efficient, accurate 
and robust. Compared with other similar motion detection 
algorithms, the main improvement of the proposed method is 
that it requires only a little time and memory, thus suitable 
for use in real-time applications. In addition, no prior 
knowledge of the background is needed for the 
implementation of this method, and it is quite robust to 
background changes, not accumulating previous mistakes. 
Tests on the standard data sets also demonstrate that it has an 
outstanding performance. 
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