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‘ Tutorial | Time-Series with Matlab

About this tutorial

= The goal of this tutorial is to show you that time-series
research (or research in general) can be made fun, when it
involves visualizing ideas, that can be achieved with concise
programming.

= Matlab enables us to do that.

Will I be able
to use this

I am definately
smarter than fer,

MATLAB but I am not a time-
right away series person, per-se.
after the I wonder what I gain

tutorial?

from this tutorial...
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Disclaimer

= | am not affiliated with Mathworks in any way
= ... but | do like using Matlab a lot

— since it makes my life easier

= Errors and bugs are most likely contained in this tutorial.

= | might be responsible for some of them.
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Timeline of tutorial

= Matlab introduction
— | will try to convince you that Matlab is cool
— Brief introduction to its many features

= Time-series with Matlab
— Introduction
— Time-Series Representations
— Distance Measures
— Lower Bounding

— Clustering/Classification/Visualization
— Applications
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What this tutorial is NOT about

= Moving averages

Oh...buy
my books
too!

= Autoregressive models

Let's not escape into

= Forecasting/Prediction mathematics. Let's

Stationarity stick with reality.

Seasonality

..or about complex mathematical formulas

Michael Crichton
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PART I: Matlab Introduction
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Why does anyone need Matlab?

= Matlab enables the efficient
Exploratory Data Analysis (EDA)

“Science progresses through observation”
-- Isaac Newton

“The greatest value of a picture is that is forces us to
notice what we never expected to see”
-- John Tukey

John Tukey
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Matlab J. The MathWorks

¥ Accelerating the pace of engineering and science

= Interpreted Language
— Easy code maintenance (code is very compact)
— Very fast array/vector manipulation
— Support for OOP

= Easy plotting and visualization

= Easy Integration with other Languages/OS’s
— Interact with C/C++, COM Objects, DLLs
— Build in Java support (and compiler) ;“ | W |
— Ability to make executable files | cef\le1/]
— Multi-Platform Support (Windows, Mac, Linux)"[™ === i

= Extensive number of Toolboxes T TA

/ -
e
e

— Image, Statistics, Bioinformatics, etc i




“The most important thing in the programming language is the name.
| have recently invented a very good name and now | am looking for a
suitable language”. -- R. Knuth

Programmed by Cleve Moler as an interface for /
EISPACK & LINPACK

1957: Moler goes to Caltech. Studies numerical
Analysis

1961: Goes to Stanford. Works with G. Forsythe on
Laplacian eigenvalues.

1977: First edition of Matlab; 2000 lines of Fortran
80 functions (now more than 8000 functions)

1979: Met with Jack Little in Stanford. Started working
on porting itto C

1984: Mathworks is founded

Video:http://www.mathworks.com/company/aboutus/founders/origins_of matlab wm.html

Cleve Moler
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Current State of Matlab/Mathworks e

= Matlab, Simulink, Stateflow
= Matlab version 7, service pack 2

= Used in variety of industries

zi 1 0 2

— Aerospace, defense, computers, communication, biotech
= Mathworks still is privately owned
= Used in >3,500 Universities, with >500,000 users worldwide
= 2004 Revenue: 300 M. = mo——
= 2004 Employees: 1,000

= Pricing:

Erission Tests

— ~2000% (Commercial use),
— ~100% (Student Edition)

i 0
el R

Money is better than poverty, if only for financial reasons. —Woody Allen
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Who needs Matlab?

= R&D companies for easy application deployment

= Professors
— Lab assignments

— Matlab allows focus on algorithms not on language features
= Students
— Batch processing of files

un
Tk Wrdr bl

+ No more incomprehensible perl code! Dous s aans < 0@ a0

Corglax Gamma Funclion

— Great environment for testing ideas g
- Quick coding of ideas, then porting to C/Java etc .|
— Easy visualization

— It’'s cheap! (for students at least...)
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Starting up Matlab

i s . . . Sir Winston Churchill
= Dos/Unix like directory navigation

[ praeces

le Edt  Wiew Favortes  Tooks  Help i
Qe - O ¥ Clinks &)W () Research &) Googe ] TWIG
r

1
* address ) CADocuments and SekttingsiAdministratoriy Documentsiprolects | B>k
L |

= Commands like:
— cd

d g
pW File and Folder Tasks 2 | [)codeForweb
1) datasets
kd | r g ke a new Folder Spistieryocs
—m Publish this Folder to the DLatex
iz ez

= For navigation it is easier to just
copy/paste the path from explorer
E.g.:
cd ‘c:\documentsV’

mE|

T MATLAB

Eile Edit Yiew ‘web Window Help

O % =@ o 8 2 | curenrecory

CiMATL ARk

e

Wiorkspace |7 /€3 | semmand window
= ‘ - | ‘ ) stee|  Using Toolbox Path Cache. Type “help toolbox_path_cache” for mor
Naune £l To get started, select ['MATLAB Help” from the Help menu.

>» cd 'C:\Documents and SettingshAdwinistrator\My Documentsiproject
< >
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Matlab Environment

Loaded Variables/Types/Size

g BE)
File Edit Wiew Web Window Help
DV G 4 B2 W o oo | 8| 2 | cument Directory: | Capocuments and Settngsadministratortiy "lE]
Workspace [ 3| Fommand Window B
@Hlﬂlﬁstmaase > -]
>
Name size > n
- — 1k Command Window:
species 150x1 > ] type cor!'lmands
> - load scripts
> load fisheriris
> | =
v
< il 3 i >
4\ Start |
Workspace:
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4wt M%)
File Edt Wiew Web Window
D@ & & o o || 8 Toment Diectory | cibocumerts and Settingstacministratortty [ | ]
Workspace . amimand Windowe
E’:Elﬂlﬁstmaase £
>
Name Gize > .
Hoe — 14 Command Window:
species 150x1 i g type,go“mmands
> - load sciipts....
} load fisheriri
=1 ‘ # Help 8=
B Ele Edit View Go Web Window Help
< il > El Help Navigator ‘ s ‘
o Find in page:
i stant| s Prosct er: @ 1 O st ==t o e
E p— MATLAD =
T W e e, e
B> Decin Here A/ _Roadmap
. P Installation =
LG Zus [E Learning MATLAB
Loaded Variables/Types/Size B ostin et
D:gz:m:mgwmmm + Gelting Started - introduction to MATLAB
Tl + Using MATLAB - user guides for all of MATLAB.
H rgrammiig antlab Simes + Programrning Tigs - tips an many aspects of programming with MATLAB.
= P » Examples - major examples in the MATLAB documentation
Help contains a comprehensivé Qomne e e o v e b s e 55,1
introduction to all functions reating Graphical Userimetac | B Finding Functions and Properties
unetons - By Categary
8 Functions - Alphabetical List + MATLAB Functions Listed by Category - browse MATLAR functions by o
L - B < >

Matlab Environment

41 MATLAB ==

File Edt Wiew Web Window Help

(=4 ‘ & B o | Full Product Family Help | c-ipocuments and Settings\administratorivy [ v D
Workspace : Using the Help Browser
=& | =] | By stadk Elasel Demos

Heme iz, AboutMATLAE
B neas 150x4 >
N >
B species 150x1 . 7 Examples of XYZ Plots in MATLAB
= load fi File Edit View Insert Tools ‘Window Help
>
Mesh
¢ i S
4\ Start | Suf
Sufl
Workspace: E Cortoun

Loaded Variables/Types/Size

Quiver

Slice

Excellent demos and
tutorial of the various
features and toolboxes

Infa

Close




Starting with Matlab

= Everything is arrays

= Manipulation of arrays is faster than regular manipulation
with for-loops

||a= [123456 79 10] % define an array "

i MATLAB M=)

File Edt View ‘Web Window Help

DG 4 G20 e oo #§ P CurentDrectory: CiDocuments and Seftngsiadmini v D
-

p>
b>]
>>a=[1234567%5910]

1 Z 3 4 5 L 7 g El pi)
> v
< i >
4 start |
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Populating arrays

= Plot sinusoid function

a = [0:0.3:2*pi] % generate values from 0 to 2pi (with step of 0.3)

b = cos(a) % access cos at positions contained in array [a]

plot (a,b) % plot a (x-axis) against b (y-axis)

u Figure No. 1 ; ﬁ E

File Edt Wiew Insert Tools Window Help

lDedae »A /s pao

1

Related:

linspace (-100,100,15); % generate 15 values between -100 and 100




Array Access

= Access array elements

>> a(1) >> a(l:3)

ans =
ans =

0 0.3000 0.6000
0

= Set array elements

|| >> a(l) = 100 || || >> a(l:3) = [100 100 100] ||

A uaTLAB =]
File Edt Wiew web Window Help

(] g’“‘ ¥ B oo | | | 7 |Currervt Directory: | C:MATLARwark V‘B
>» al:3) = [100 100 100] ~
.-

Columns 1 through 11

I 100.0000 100.0000 100.0000 l 0.9000 1.z000 1.5000 1.8000 2.1000 2.4000 Z.7000 3.0000

Columns 12 through 21

3.3000 3.6000 3.9000 4. 2000 4, 5000 44,8000 5.1000 5.4000 5.7000 &.0000

> =
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2D Arrays

= Can access whole columns or rows
— Let’s define a 2D array

>> a=[123; 45 6] >> a(l,:) Row-wise access
a=
ans =
1 2 3
4 5 6 1 2 3
>> a(2,2) >> a(:,1) Column-wise access
ans = ans =
5 1
4

listener is not

popular everywhere, but after a while he gets to know something. —-Wilson Mizner 20
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Column-wise computation

= For arrays greater than 1D, all computations happen
column-by-column

> a=[123; 321] >> max (a)
a =
ans =
1 2 3
3 2 1 3 2 3
>> mean (a) >> sort(a)
ans = ans =
2.0000 2.0000 2.0000 1 2 1
3 2 3
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Concatenating arrays
= Column-wise or row-wise
>> a = [1 2 3]; Row next to row >> a = [1;2]; Column next to column
> b = [4 5 6]; >> b = [3;4];
>> ¢ = [a b] >> ¢ = [a b]
c =
c =
1 3
1 2 3 4 5 6 4
> a = [1 2 3]; Row below to row >> a = [1;2]; Column below column
>> b = [4 5 6]; >> b = [3;4];
>> ¢ = [a; b] >> ¢ = [a; b]
c = c =
1 2 3 1
4 5 6 2
3
4
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Initializing arrays

= Create array of ones [ones]

>> a = ones(1,3) >> a =

1 1 1 5
>> a = ones(l,3)*inf

Inf Inf Inf

ones (2,2) *5;

= Create array of zeroes [zeros]

— Good for initializing arrays

>> a = zeros(l,4) >> a =
a = a =

1
0 0 0 0 2

zeros (3,1) + [1 2 3]’
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Reshaping and Replicating Arrays

= Changing the array shape [reshape]
— (eg, for easier column-wise computation)

3

> a =[12 3 45 6]’; %make itintoa column
>> reshape (a, 2, 3)

ans =

1 3 5
2 4 6

reshape(X,[M,N]):
[M,N] matrix of
columnwise version
of X

Replicating an array [repmat]

> a = [1 2 3];
>> repmat(a,l1l,2)

ans = 1 2 3 1 2 3

>> repmat (a,2,1)

ans =
1 2 3
1 2 3

repmat(X,[M,N]):
make [M,N] tiles of X

12
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Useful Array functions

= Last element of array [end]

>> a = [1 3 2 5];
>> a(end)

ans =

5

> a = [1 3 2 5];
>> a(end-1)

ans =

= Length of array [length]

>> length(a)
ans =

4

= Dimensions of array [size]

>> [rows, columns] = size(a)
rows = 1

columns = 4

‘ Tutorial | Time-Series with Matlab

Useful Array functions

= Find a specific element [£ind] **

> a=[1325105 2 3];
>> b = find(a==2)
b =

3 7

= Sorting [sort] ***

> a = [13 2 5];
>> [s,i]=sort (a)

e

Indicates the index
where the element
came from

13
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Visualizing Data and Exporting Figures

= Use Fisher’s Iris dataset

|| >> load fisheriris "

— 4 dimensions, 3 species \ SNSepal
petal @
— Petal length & width, sepal length & width
. 4\ MATLAB |._||Qﬁ|
- |I’IS. Fle Edt Vew Web window Help
L . D& | 4 BB o o | 2 | cunentDiestory | carLsamwor vI[J
- virginica/versicolor/setosa | ... o B =
& B | B | 6 staoc [Base >>» meas B
Nane Size  Bytes Class ke
meas (150x4 array): HHueas 150x4 | 4800 dowble array
Holds 4D measurements [Edlsvectes |150aT 0| ce1l array 510000 3.5000° 1.4000  0.2000
4.9000  3.0000  1.4000  0.2000
. 47000 3.Z000 13000 0.2000
. icolor' ™| 4.6000 3.1000 1.5000  0.2000
versicolor 5.0000  3.6000  1.4000  0.2000
‘versicolor’ 5.4000  3,3000  1.7000  0.4000
'versicolor' 4.6000  3.4000  1.4000  0.3000
ersicolor' 5.0000  3.4000  1.5000  0.2000
H H 0 44000  2.9000  1.4000  0.2000
versicolor' | SPecies (150x1 cell ?rray)' 43000  3.1000  1.5000  0.1000
'virginica' Holds name of species for 5.4000 3.7000  1.5000  0.2000
'virginica' the specific measurement 4.8000  3.4000  1.6000  0.2000 .
"virginica' e
'virginica’‘ i start)
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Visualizing Data (2D)

>> idx_setosa = strcmp (species, ‘setosa’); % rows of setosa data
>> idx_virginica = strcmp(species, ‘virginica’); % rows of virginica

>> setosa = meas (idx_setosa, [1:2]);

>> virgin = meas (idx_virginica, [1:2]);

>> scatter (setosa(:,1), setosa(:,2)); % plotin blue circles by default

>> hold on;

>> scatter(virgin(:,1), virgin(:,2), ‘rs’); % red[r] squares[s] for these

—
n Figure No. 1 u@u

File Edt Wiew Insert Tools window Help idx_setosa
lDesdae xaA 2/ @poo
45 o 1
N 1 An array of zeros and
. a " 1 ones indicating the
S © oo 0 positions where the
15 o - o 0 keyword ‘setosa’ was
Ogoo & EE% @ 5 0 found
og g ho
25 o [m} = o o =
@ a
2
4 5 T B

B The world is governed more by appearances rather than realities... --Daniel Webster
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Visualizing Data (3D)

scatter3

>>
>>

idx_setosa = strcmp (species, ‘setosa’); % rows of setosa data

idx_virginica = strcmp (species,

‘virginica’); % rows of virginica

>>

idx_versicolor = strcmp (species,

‘versicolor’); % rows of versicolor |

>>

setosa = meas (idx_setosa, [1:3]);

>>

scatter3(versi(:,1), virgin(:,2)

>> virgin = meas (idx_virginica, [1:3]);

>> versi = meas (idx_versicolor, [1:3]);

>> scatter3(setosa(:,1), setosa(:,2),setosa(:,3)); % plotin blue circles by default

>> hold on;

>> scatter3(virgin(:,1), virgin(:,2),virgin(:,3), ‘rs’); % red[r] squares[s] for these

,versi(:,3), ‘gx’); %greenx’s

>> grid on; % show grid on axis
>> rotate3D on; % rotate with mouse
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Changing Plots Visually

File Edt Wiew Insert Tools window Help

lDesdae xaA 2/ 2o
—O O

Create line

15 ,O —
[e]
s ENE
8 (s} oo
[m]
as 00%8 £
[e] [m]
) ok | | Leise o
08 0 E % _DD m}
a m}
25 m} |m} m} m}
= a
2
4 ) 15 &
[ Select Object ] [ Add text ]

Create Arrow

ss. They can only give you answers. —Pablo Picasso

15



Changing Plots Visually

iFigure No. 1 M = Add titles
Fle Edt Yiew |Insert Took Window Help
ICE 2 Eiholil PARECR = Add labels on axis
Z Label
ff - ] = Change tick labels
Colorbar
" B 1 = Add grids to axis
1r Text 1l
os | = Change color of line
o « Change thickness/
h | Linestyle
- 1 = etc
S ]
20 W W W & 70 & @ im
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Changing Plots Visually (Example)
nFigure No. 1 M

File Edit View Insert Tools ‘Window Help

Inzma|xA s ppo

Change color and
width of a line
width 4

25 y U y y y y y y y [ Property Editor {Line = E
5| i Edit Properties far. Iife: v [®w
Data  Stle  [info
15 b Line Froperties)
Line style: sgiia iing¢) ~|
1r Line width: ‘15 v|
osl Line color: Red ~ | [Custor color_|
f A Marker Properies
Or Right click Sie o marker (one) vl
05k Cut A Size: ‘ED |
Copy Bt oustom color
Prasts
Clear
15 Line width ¥ 1 Eample
Line Style 3
=2 Calor... 1
25 - Propetties... L L L
1o 20 30 70 a0 90 100
Immediate apply

32
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Changing Plots Visually (Example)
nFigure Mo. 1 o [ m

File Edt Wiew Insert Tools Window Help

lDedaexAa 2/ poo

The result ...

25

Other Styles:
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Changing Figure Properties with Code

= GUI's are easy, but sooner or later we realize that
coding is faster

|| >> a = cumsum(randn(365,1)); % random walk of 365 values ||

EeFi::trE:e:\; 1Insert Tools  Window  Help l-_lw If lhis represenls a year,s
Mzl a7 s s worth of measurements of an
imaginary quantity, we will

° change:

lDesdae xaA 2/ @ao

« x-axis annotation to months

« Axis labels

15 1 * Put title in the figure
= * Include some greek letters
E 1 in the title just for fun
a0 4
35 o - o
u] a0 100 180 200 250 300 350 400

B Real men do it command-line. .. --Anonymous

17
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= Axis annotation to months

Changing Figure Properties with Code

>> axis tight; % irrelevant but useful...
>> xx = [15:30:365];
>> set(gca, ‘xtick’, xx)

The result ...

n Figure No. 1 L:-H-EIJEI

nFigure Mo. 1
File Edit Yiew Insert Tools Window Help

File Edt Wew Insert Tools Window Help

lnEsmE vAaAs @pRo

20 4

25 4

30 4

=B . n . n n . n
1] &0 100 150 200 250 300 350 400

lnEsmE vAaAs @pRo

\'15 45 75 105 135 1B5 195 225 285 285 315 345

| . .
m Real men do it command-line... --Anonymous
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= Axis annotation to months

The result ...

Changing Figure Properties with Code

>> set (gca, 'xticklabel’, [‘'Jan’;
‘Feb’; ‘Mar’])

—
n Figure No. 1 LEJ@“

i Figure No. 1 M

File Edt Wiew Insert Tooks Window Help

File Edt Wiew Insert Tooks Window Help

lDesdae xaA 2/ @ao

lDesdae xaA 2/ @ao

15 45 75 105 135 165 195 225 255 285 315 345

Jan Feb Mar Apr Jun Jul Aug Sep Oct Mow Dec Jan

B Real men do it command-line. .. Anonymous

18
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Changing Figure Properties with Code

= Axis labels and title CiE7 s O
\alpha, \beta, e’{-\alpha} etc

|| >> title('My measurements (\epsilon/\pi)') ||

n Figure No. 1 \ uw

File Edt View Insert Idals Window Help

Ips@a xArgppn

My measurernents (e/7)

>> ylabel (‘Imaginary Quantity’) |
z-
s
A C; :
5.
&
E
>> xlabel ('Month of 2005') || 5 Jan Feb Mar Apr Jun Jul Aug Sep Oct Mov Dec Jan

Month of 2005

| . +
m Real men do it command-line..
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Saving Figures

= Matlab allows to save the figures (.fig) for later
processing

—
n Figure No. 1 LEJ@“ Save As L?.]m
File Edit View Insert Tools \Window Help F— P

Mew Figure CtrHn A s | & @ Save jn | [ Deskiog j & @ cf B

Open... ko )y Documents (Chdeskhopa (Cbutorial

Close Ctrhw : 4 My Computer (CHIBM links

Sawe Chis T €My Network Places  [Zymathhiotation

Save As... IC)Application Data [hpapers

Export... - [C)Deskiop [ChpaperszRead

. (Cdesktopz (ChperiodicData

Prefarences... ]

Page Setup... i I

Print Setup. . " ] Filename:  [uniilied fig Sae |

Prink Preview... P E

Prirt... ctrp ] Save a3 tope: | Figures [*ig] | Cancel

.fig can be later
opened through
Matlab

an always put-off for tomorrow, what you can do today. -Anonymous



Exporting Figures
ﬁgureNoJ E_W

Filz Edit View Insert Tool Window Help

Mew Figure Chri+N A7 -

Open... ctro | '® E )

Clase Chrw

Save Chrl+s

Save As...

E LI -

e — [ Bxport %]

Preferences. . H = —
H savein [ work =]« &% E-

Page Setup... I

Print Setup. .. Frans

Prink Presvigm,.,

Print... Chrlp

mo

2% File name:  [*eps Save |
Save astyps: RS Color s 1%.2ps] - Cancel |

Export to:

emf, eps, jpg, etc

Exporting figures (code)

= You can also achieve the same result with Matlab code
B Figure No. 1 BEx]

Fie Edt Wiew Insert Took window Help

NewFgre e | 4, ~
Open... Chror ‘ E E
Close: Chrl+w
Save CtrHs
Save As..
Export.
Export B[] 8
- — Prefersnces...
Save in | 3 time MR === _—
Page Setup...
Prink Setup.
Prin Freview...
Print, Ctrlp
=04
024-
File name: | Save I ol
Save sstype: [Enhanced melalies("ent] - Corcel | s
(I | e e o L] e | Sequential

Wi-tree

= Matlab code:

% extract to color eps
print -depsc myImage.eps; % from command-line
print (gcf, ' -depsc’, ‘'myImage’) % using variable as name
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Visualizing Data - 2D Bars
irigureNu.1 Joed

File Edt Wiew Insert Tools Window Help
lDedae A2/ oo

120

100

colormap

bars

time = [100 120 80 70]; % our data

h = bar(time); % gethandle

cmap = [1 00; 010; 001; .50 1]; %colors
colormap (cmap); % create colormap

cdata = [1 2 3 4]; % assign colors
set (h, 'CDataMapping', 'direct', 'CData', cdata);
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Visualizing Data - 3D Bars

data colormap

10 8 7 0 0 0

9 6 5 0.0198 0.0124 0.0079
8 6 4 0.0397 0.0248 0.0158
6 5 4 0.0595 0.0372 0.0237
6 3 2 0.0794 0.0496 0.0316
3 2 1

64< 0.0992 0.0620 0.0395

1.0000 0.7440 0.4738
1.0000 0.7564 0.4817
1.0000 0.7688 0.4896
\ 1.0000 0.7812 0.4975

~—

3

data = [ 10 8 7; 9 6 5; 8 6 4; 6 5 4; 6 3 2; 3 2 1];
bar3([1 2 3 5 6 7], data);

c = colormap(gray); % get colors of colormap

c c(20:55,:); % get some colors
colormap (c); % new colormap
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Visualizing Data - Surfaces

3

Spreroe e

The value at position
x-y of the array
indicates the height of
the surface

data = [1:10];

data = repmat (data,10,1); % create data

surface (data, 'FaceColor',[1 1 1], 'Edgecolor', [0 0 1]); % plot data
view(3); grid on; % change viewpoint and put axis lines
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Creating .m files

= Standard text files
— Script: A series of Matlab commands (no input/output arguments)
— Functions: Programs that accept input and return output

[ Folder
1 test -
LeE ~ .

: Fle Edit Wiew Favortes Tools Help [

: = » | ] Lotus 1-2-3 9 workbook
eﬁa(k - Q Lﬁ gunks &]w3 [)Research &] Google B Briefcase

= — & Bitmap Image:
£ Address |b 1Documents and Settings\Admin\stratur\Des)«up\tuturia\\testM G0 @ Microsoft Word Document

iy B DYI Document

File and Foldegi NS nght C"ck B Latus Word Pro 9 Dacument
(29 Make 2 new folder (] Micrasoft PowsrPoink Presentation

0 Publish this Folder to View » | [ Latus Freelance 9 Presentation
the Web 5
@ v Arrange Teons By N 3 WinRAR archive
i Refresh %, TenicCenter Froject

LaTe Document

Cuskomize This Folder... P EEAER

<«

Other Places

Paste @ Wave Sound
G Bl o Paste Shortcut 1] 1-2-3 Worksheet
Undo Delete Ctrl+Z | 48] Microsoft Excel Worksheet
Hew v D winzip File
Properties
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Creating .m files
2 test Joed

© Flle Edit Yiew Favortes Tools Help \?

g T »
eaack - -\) lf ‘lnks @]W3 (3 Research &] Google

¢ Address |E} \Documents and Settings\Administr ator|Desktoptukorialy testlil Go M editor

»

File and Folder Tasks %

= Rename this file
[y Move this file
Copy thisFie Tc “\DOCUME-1\ADMINI-1\Desktop\tutorialitestimySg<” u@ﬁ
e Publish this File to the File Edt Texzt Window Help
wieh o .
() E-mailthis Fle DEH| iR S5|#7F|
¥ Delete this file 1|
v
5 |seript [Ln1 Col 1

| Tutorial | Time-Series with Matlab cumsum, numz2str, save

Creating .m files

= The following script will create:
— An array with 10 random walk vectors
— Will save them under text files: 1.dat, ..., 10.dat

myScript.m Sample Script A cumsum(A)
a = cumsum(randn(100,10)); % 10 random walk data of length 100 n n
for i=l:size(a,2), % number of columns

data = a(:,1i);
fname = [num2str(i) ‘.dat’]; % a stringis a vector of characters!
save (fname, ‘data’,’-ASCII’); % save each column in a text file

(0]
=}
[N

Write this in the
A random walk time-series M editor...
10 . . . . . .
5 A atias mER]
Filg Edit ‘Yiew ‘web Window Help
O=| % B Current Diregtory: | C:i[
9 1 | ( .and e)?gcute by typing the
e
By name on the Matlab
5 ; X ‘ , : . . . . = command line
0 10 20 30 40 50 60 70 8 90 100 el
B

< i >
DD Thgefr BREE S O ..
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Functions in .m scripts

=  When we need to:
— Organize our code
— Frequently change parameters in our scripts

keyword output argument function name

input argument

v
function dataN = zNovrm(datva)
% subtract mean and divide by std

if (nargin<1), % check parameters
error (‘Not enough arguments’);

dataN = data;

% ZNORM zNormalization of vector Help Text
(help function_name)

end
data = data - mean(data); % subtract mean Function Body
data = data/std(data); % divide by std

|| function [a,b] = myFunc(data, x, y) % pass & return more arguments

See also:varargin, varargout
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Cell Arrays

= Cells that hold other Matlab arrays
— Let’s read the files of a directory

>> £ = dir(‘*.dat’) % read file contents

for i=l:length(f),
a{i} = load(£f(i) .name);
N = length(a{i});
plot3([1:N], a{i}(:,1), a{il(:,2),
‘r-’, ‘Linewidth’, 1.5);

grid on;
pause; 600y
cla; 500
end 400 N
> R 2
1004

=) cameraMouse

[Z] 1.dat
(2] 2.dat
2] 3.dat
(2] 4.dat
(%) 5.dat
(%] 6.dat
(Z) 7.dat
2] &.dat

© Ble Edt View Favortes I GF
; i »

P Qe O T Links
: address | CriDocuments and 52 % | £ Go

[Z] 9.dat
(2] 10.dat
(2] 11.dat
(%] 12.dat
(%] 13.dat
(2] 14.dat
(2] 15.dat

&

»

Struct Array

R

24
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Reading/Writing Files

= Load/Save are faster than C style I/O operations

— But fscanf, fprintf can be useful for file formatting
or reading non-Matlab files

fid = fopen('fischer.txt', 'wt');

for i=1l:length(species),

fprintf (fid, '%6.4f %6.4f %6.4f %6.4f %s\n', meas(i,:), species{i});
end
fclose (fid);

Output file: = Elements are accessed column-wise (again...)
o fischer.txt - Notepad u@u

Fle Edt Format wiew Help x = 0:.1:1; y = [x; exp(x)];

5.1000 3.5000 1.4000 0.2000 setosa H fid = fopen('exp.txt',6 'w');
4.5000 2.0000 1.4000 0.2000 setosa . s 1 . .
7000 3.2000 1.3000 0.2000 setosa fprintf (fid, '%6.2f %12.8f\n',y);
6000 3.1000 1.5000 0.2000 setosa id) :
0000 3.6000 1.4000 0.2000 setosa Felleza (el §
4000 3.9000 1.7000 0.4000 setosa

8000 3.4000 1.4000 0.3000 setosa

0000 3.4000 1.5000 0.2000 setosa

4000 2.9000 1.4000 0.2000 setosa

9000 3.1000 1.5000 0.1000 setosa

4000 3.7000 1.5000 0.2000 setosa
8000 3.4000 1.6000 0.2000 setosa [ﬂ

EakEobkonks
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Flow Control/Loops
= if (else/elseif) , switch
— Check logical conditions

= while
— Execute statements infinite number of times

= for
— Execute statements a fixed number of times

= break, continue

= return
— Return execution to the invoking function

B Lifeis pleasant. Death is peaceful. It’s the transition that’s troublesome. —Isaac Asimov




For-Loop or vectorization? " IHEEIeER eI (il
store output results
clear all; elapsed_time = — No need for Matlab to
tic; q g
for i=1:50000 5.0070 resize everytime
a(i) = sin(i); .
end Functions are faster than
toc scripts
— Compiled into pseudo-
clear all; ) code
a = zeros(1,50000); elapsed_time =
tic; 0.1400 - Load/Save faster than
for i=1:50000 Matlab I/O functions
a(i) = sin(i);
end « After v. 6.5 of Matlab there
is for-loop vectorization
(interpreter)
clear all; - - A
tig; elapsed time = Vectorizations help, but
i = [1:50000]; not so obvious how to
2 - sin@) 0.0200 achieve many times

#: Time not important...only life important. ~The Fifth Element

Matlab Profiler

= Find which portions of code take up
most of the execution time

Eile Edit Yiew ‘/eh Window/ Help
- = At | = |Find\npage:

§
Start Profiling| Run this code: I[t,y]* ode23(otka’ [0 2],[20;200) j @ Profile time: 2 sec

Profile Summary
Genetated 05-Ap-2002 18:51:09
Mumber offiles called: 10

— ldentify bottlenecks

— Vectorize offending code

Filename File type Calls Totaltime  Time plot
odel3 / h-function 1 21233 L]
E.\..fun\grivate\udeargumem,s h-function 1 13223 |
odeget M-function 11 0401 s |
odegetigetknownfield M-subfunction | 11 02215 u
EA_bifunfunprivateiodemass | M-functian 1 0.060 5 1

speye W-functian 1 0.010s

lotka M-function 34 0.010%

nrofile M-function 1 0s

Ed. funfuniprivatelodeevents | M-function 1 Os

isfield W-function i Os

B Time not important...only life impo . —The Fifth Element




Hints &Tips

= There is always an easier (and faster) way

— Typically there is a specialized function for what you want to
achieve

= Learn vectorization techniques, by ‘peaking’ at the

.
actual Matlab flles: . C:\MATLABMoolboxistats\princomp.m o
Fle Edt Wiew Text Debug Ereakpoints Web Window Help
—edit [f DS 2@~ & s 88 a0
e It [ name]’ eg 5 % the eigenvalues of the covariance wmatrix of X in Li&
[ 5 T-squared statistic for each data point in TSQUARE.
H 7|
- edlt mean 8| k] Reference: J. Edward Jackson, & User's Guide to Pr:
g % John Wiley & $oms, Inc. 1991 pp. 1-25.
. . 10]
— ed|t pr|ncomp 1 % B. dones 3-17-94
12 % Copyright 1993-2002 The MathWorks, Inc.
13 5 §Rewision: 2.9 § gDate: 2002/01/17 21:31:45 §
= 14]
= Matlab Help contains many 19| tum = ssetrs
16— r = pin{w-1,nj; % max possible rank of x
H H 17|=| vy = meanix);
vectorization examples o S
18]
20(~| [U,latent,pe] = svd{centerx. /sqrtin-1],0);
21|-| score = centersmpc;
v
L1« >
[princomp [Ln1 Col 1
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H Beware of bugs in the above code; | have only proved it correct, not tried it
Debugging o

= Not as frequently required as in C/C++

— Set breakpoints, step, step in, check variables values
— Set breakpoints

H uATLAB [B][=% )
Fle Edit View ‘eb Window Help
New * b | current Directary: D A C:D and Settings\Administrator\My Docume... |~ |00 m
Open.. Crko File Edit View Text Debug Breskpoints ‘Web ‘Window Help
Close Command Window ~ Ctrbiw 19 = -
~ DEE|sERs e[ S(af| R EaLlE
Impork Data... 64 =
Save Warkspace As. ..
il s 65 ST = ffrie,N): T(1) = [1: % =um of the data:
Set Path... BB|=| ¥ = £ft{a); Y(1) = [1; % sum of the data;
Preferences... B67|—| = = lengthi(Y):
—— B8/ —| mpower = abs(T(lins2)) .*2:
Pa_']: S 69— | nyquist = 1/2;
rint... —@70®| freg = (linsz)/ins2) nyquist:
Print: Selection. .. 71|-| period = 1 .srreq: ]
4, ialfisheriticToc.m 72
l\kestlmyScript.m = 73 % normalize so that sumia.”*2) = sum(abs(coeffs)):
. thabldatafunimean. m = 74|-| power = power*2; % we took only half of them
> Fi<ld power = power/m ; % scale so that it's no function
Exit MATLAE ek 76
= 77— | cla;

T8|—| subploti3,l,l);

79| plovfalrig,'k'): axis tight:

80-| title(['Ouery 7' filename(l:end-4) '%']): L]

i >
[indPeriod [Ln1 Col1




Debugging

= Full control over variables and execution path
—F10: step, F11: step in (visit functions, as well)

o A MATLAB uﬁlkﬂ
:‘ Eile Edit Yiew ‘web Wwindow Help
A4 CAMATL, \matlab m |

I—lum 0O @| & B o ‘ - ‘ ? ‘CU"E"‘ Directary: _C Documents and £ v D
File Edit View Text Debug Ereakpoints Web Window Help —

- : workspace [ B3| command Windaw
Ded|sm@oc & a8 anEig| - N
12 % ~ B st oo .
13| ¥ then mean(¥,1] is [1.5 2.5 3.5] and weaniX,2) i Name Jize | +» adit mean
ol : HHeans |1x1 »> edit mean
18 * 5> mean([l 2 3 4 3]

16 % See also MEDIAN, $TD, MIN, MAX, COV. v
17 < i >||< i 5
18| % Copyright 1984-200Z The MathWorks, Inc. @smn]
14 % §Revision: 5.17 § $Date: 2002/06/05 17:06:39 §
20
21|®#| if nargin-=1,
22 % Determine which dimension 3UM will use £ if nargin==1,
23— din = win{findisize(x)-=1)); % Determine which dimension SUM will use
Z4(- if isempty{dim}, dim = 1; end dim = min(find(size(x)~=1));
25 if isempty(dim}, dim = 1; end
26— ¥ = sumix)/size(x,din);
27| - else * = sumix)/size(x,dim);
28| ¥ = sumix,dim)/size (¥, dim); v elfy =

< i > 3 |x,din) fsize (x,din) ;

|mean [Ln1 Col1 L "

|mean [lLn26 ¢

Either this man is dead or my watch has stopped. —-Groucho Marx
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Advanced Features — 3D modeling/Volume Rendering

= Very easy volume manipulation and rendering




Advanced Features — Making Animations (Example)

= Create animation by changing the camera viewpoint

azimuth = [50:100 99:-1:50]; % azimuth range of values
for k = l:length(azimuth),
plot3(l:length(a), a(:,1), a(:,2), 'r', 'Linewidth',2);
grid on;
view (azimuth(k),30); % change new
M(k) = getframe; % save the frame
end

movie (M, 20) ; % play movie 20 times

See also:movie2avi 57

Advanced Features — GUI’s

= Built-in Development Environment
— Buttons, figures, Menus, sliders, etc

S =il = Several Examples in Help
File Edit Wiew Layout Tools Help
DEd|imBoc|REBH% >

— Directory listing

I k Select | ‘ ‘ ‘ ‘ | |

1D Push Button |

[ Push Button — Address book reader

= Toggle Button Pust Button

— GUI with multiple axis

® Radio Button ||—

0sfp

B Chackhox Fush Butan [ unaied R [=/E
[t Edit Text — a0

Static: Text Surf
T Siatic Text : . 25

opup Menu =

= Slider —DBD D‘E 90 ) fesf
|_J Frame 15 B
Ell Listhox 10 Select Data
=3 Papup Menu 5 membrane ¥
i mees § 10 15 20 2 30

29
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Advanced Features — Using Java

= Matlab is shipped with Java Virtual
Machine (JVM)

= Access Java API (eg I/O or networking)

= Import Java classes and construct objects

= Pass data between Java objects and
Matlab variables

‘ Tutorial | Time-Series with Matlab

Advanced Features — Using Java (Example)

= Stock Quote Query
— Connect to Yahoo server

— http://www.mathworks.com/matlabcentral/fileexchange/loadFile.do?
objectld=4069&objectType=file

disp('Contacting YAHOO server using ...'");
disp(['url = java.net.URL(' urlString ')']);
end;
url = java.net.URL(urlString);
Bl Figure Mo. 3 [=1=) !
Fle Edt Vew Insert Tools Window Help
. - try
DEE&/ xA A/ 2eD stream = openStream(url);
Stock symbol: MSFT . . R
28 ireader = java.io.InputStreamReader (stream);
275 2 breader = java.io.BufferedReader (ireader);
bid % b connect_query_data= 1; %connect made;
L #E5 * o catch
£ x 1 ifI . l; Glse: 2872 connect_query_data= -1; %could not connect
2 s f j ﬁh I & case;
A wl 14 “i disp(['URL: ' urlString]);
245 I H I error (['Could not connect to server. It may
21 T?’ be unavailable. Try again later.']);
e . L L stockdata={};
Jan  Feb Mar  Apr May Jun  Ju Aug  Sep return;

end
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Matlab Toolboxes

* You can buy many specialized toolboxes from Mathworks
—Image Processing, Statistics, Bio-Informatics, etc

= There are many equivalent free toolboxes too:
— SVM toolbox

« http://theoval.sys.uea.ac.uk/~gcc/svm/toolbox/
— Wavelets

+ http://www.math.rutgers.edu/~ojanen/wavekit/
— Speech Processing

- http://www.ee.ic.ac.uk/hp/staff/dmb/voicebox/voicebox.html
— Bayesian Networks

« http://www.cs.ubc.ca/~murphyk/Software/BNT/bnt.html

‘ Tutorial | Time-Series with Matlab

In case | get stuck...

T've had a wonderful
evening. But this
wasn't it...
= help [command] (on the command line)

€d. help fft

= Menu: help -> matlab help
— Excellent introduction on various topics

= Matlab webinars

— http://www.mathworks.com/company/events/archived webinars.html|?fp

= Google groups S

o ar vew

b - Microsoft Internet Explorer

s E1Ws 3 Reseach E)Googe E1TWIG &) Techhargains &) dectesinet ] Yahon!

— comp.soft-sys.matlab N — N TN T

[T > 1

— You can find *anything* here | Google = = == = ==

i comp . soft-sys . matiab

— Someone else had the same |z Ssmome: s
problem before you!
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PART Il: Time Series Analysis

Eight percent of
success is showing

up.

‘ Tutorial | Time-Series with Matlab

What is a time-series
Definition: A sequence of measurements over time
' ECG
= Medicine 64.0
. 62.8
Stock Market oy u
= Meteorology 66.0
62.0
= Geology 320
= Astronomy 86.4 Sunspot
= Chemistry 216
= Biometrics 45.2
432
= Robotics 53.0
432 Earthquake
42.8
432
36.4
ot o
10.0 ’

32



Applications (Image Matching)

Cluster 1

Many types of data can be
converted to time-series

Image

Color Histogram

Time-Series

L

‘ Tutorial | Time-Series with Matlab

Applications (Shapes)

Recognize type of leaf based on its shape

¢ * |

Ulmus carpinifolia Acer platanoides Salix fragilis Tilia Quercus robur

Convert perimeter into a sequence of values

33
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Applications (Motion Capture)

Motion-Capture (MOCAP) Data (Movies, Games)
— Track position of several joints over time

— 3*17 joints = 51 parameters per frame

MOCAP data...
..my precious...

‘ Tutorial | Time-Series with Matlab

Applications (Video)

Video-tracking / Surveillance
— Visual tracking of body features (2D time-series)
— Sign Language recognition (3D time-series)

Video Tracking of body feature
over time (Athens1, Athens2)

34
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Time-Series and Matlab

Time-series can be represented as vectors or arrays

— Fast vector manipulation

+ Most linear operations (eg euclidean distance, correlation) can
be trivially vectorized

— Easy visualization
— Many built-in functions
— Specialized Toolboxes

‘ Tutorial | Time-Series with Matlab

Becoming sufficiently
familiar with something
is a substitute for
understanding it.

*PART IlI: Time Series Matching
Introduction

70

35



Basic Data-Mining problem
Today’s databases are becoming too large. Search is difficult.
How can we overcome this obstacle?
Basic structure of data-mining solution:
— Represent data in a new format
— Search few data in the new representation
— Examine even fewer original data
— Provide guarantees about the search results
— Provide some type of data/result visualization

‘ Tutorial | Time-Series with Matlab

Basic Time-Series Matching Problem

Distance
query
D=73
Linear Scan: D =10.2 / h
Objective: Compare the query with

all sequences in DB and return

the k most similar sequencesto |D=11.8
the query.

Database with time-series: D=17

— Medical sequences A
— Images, etc D=22 Q

Sequence Length:100-1000pts
DB Size: 1 TByte

36
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What other problems can we solve?
Clustering: “Place time-series into ‘similar’ groups”

5
)

R

Classification: “To which group is a time-series most ‘similar’ to?”

: query

g

» =
/

<
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Hierarchical Clustering

= Very generic & powerful tool

= Provides visual data grouping

Pairwise
distances

D1,1
D2,1

—

|:)M,N

1. Merge objects with
smallest distance

Reevaluate distances Z = linkage(D);

dendrogram(Z) ;

3. Repeat process

37
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Partitional Clustering

= Faster than hierarchical clustering
= Typically provides suboptimal solutions (local minima)
= Not good performance for high dimensions

- 3
K-Means Algorithm: 00 S
08 o
1. Initialize k clusters (k specified - o o .
by user) randomly. o o°
0.6 o
e}
2. Repeat until convergence o N %
1. Assign each object to the os o
nearest cluster center. 0a . ©
2. Re-estimate cluster centers. oz "
L L o L
See: kmeans 75

‘ Tutorial | Time-Series with Matlab

K-Means Demo

38
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K-Means Clustering for Time-Series

Original
sequences

‘ Tutorial | Time-Series with Matlab

Classification

Project query in the
new space and find
its closest cluster

= Perform kMeans on a compressed dimensionality

Compressed
sequences

Class A

H B
06 04 02 0 02 04 06 08

Class B

= So how is kMeans applied for Time-Series that are high-dimensional?

Clustering
space

Typically classification can be made easier if we have clustered the objects

So, query Q is more
similar to class B

78

39
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Nearest Neighbor Classification

We need not perform clustering before classification. We can classify an
object based on the class ma/orlty of its nearest neighbors/matches.
Elfs

—
()

Hobbits

Length .~
g M o

H
£ w

air

1 23 45 6 7 8 910

Height

Tutorial | Time-Series with Matlab

Example

What do we need?

1. Define Similarity

2. Search fast

— Dimensionality Reduction
(compress data)

40



‘ Tutorial | Time-Series with Matlab

All models are wrong,
but some are useful...

*PART IlI: Time Series Matching
Similarity/Distance functions

‘ Tutorial | Time-Series with Matlab
Notion of Similarity |

= Solution to any time-series problem, boils down to a proper
definition of *similarity*

Similarity is always subjective.

41



‘ Tutorial | Time-Series with Matlab

Notion of Similarity Il

Similarity depends on the features we consider

Web Images Groups Mews Froogle Local more w

Google |bass H Search ] J:dvanced Image Search

Images

Moderate SafeSearch is on

!

|

"
P~

b
I
h

i |<=<<
B

weiry. dec. state. ny_usf. ./ www danielbuttner com/ agring. orgf...freshiishf bass- W, 1ETS0N A
fichenarefrackhase gif hasedsalathaceh ing lroy
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Metric and Non-metric Distance Functions

Distance functions

r

Metric Non-Metric
» Euclidean Distance = Time Warping
= Correlation = LCSS

Properties

Positivity: d(x,y) 20 and d(x,y)=0, if x=y If any of these is not
obeyed then the distance
is a non-metric

Symmetry: d(x,y) = d(y,X)

Triangle Inequality: d(x,z) < d(x,y) + d(y,z)
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~Triangle |nequali1y

’ Triangle Inequality: d(x,z) sd(x,y) + d(y,z) ’

Metric distance
functions can exploit
the triangle inequality
to speed-up search

r————

Intuitively, if:

- X is similar to y and,
-y is similar to z, then,
- X is similar to z too.

‘ Tutorial | Time-Series with Matlab

Triangle Inequality (Importance)

’ Triangle Inequality: d(x,z) < d(x,y) + d(y,z) L

/\/\/ Assume: d(Q,bestMatch) = 20
and d(Q,B) =150
/\/\ Then, since d(A,B)=20

d(Q,A)2d(Q,B) - d(B,A)
/\/\ d(Q,A)2 150 - 20 = 130
B So we don’t have to retrieve A from disk

A 0 20 110
B 20 0 90

43
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Non-Metric Distance Functions

Man ‘

similar to * Matching flexibility
bat??

* Robustness to outliers

similar to « Stretching in time/space
batman

» Support for different sizes/lengths

* Speeding-up search can be
difficult

Batman
similar
to man

‘ Tutorial | Time-Series with Matlab

Euclidean Distance

=  Most widely used distance measure

- Definition: L, = |3 (alil-bli])?
i=1

0 20 40 60 80 100

|| L2 = sqrt(sum((a-b).~2)); % return Euclidean distance ||
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Euclidean Distance (Vectorization)

Question: If | want to compare many sequences to each other do I have to
use a for-loop?

Answer: No, one can use the following equation to perform matrix
computations only...

||A-BJ| = sqrt (||A][? + ||B||* - 2*A.B)

M sequences

A: DxM matrix R result
B: DxN matrix 5

1,1
Result is MxN matrix D

2,1

>
n
Of length D

aa=sum(a.*a); bb=sum(b.*b); ab=a'*b;
d = sqrt (repmat (aa', [1 size(bb,2)]) + repmat (bb, [size(aa,2) 1]) - 2*ab);

‘ Tutorial | Time-Series with Matlab

Data Preprocessing (Baseline Removal)

Euclidean distance=4814.1

------------------------------------------------------------------------------------- average value of A

—...average value of B

Time

Euclidean distance=354.4
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Data Preprocessing (Rescaling)

Euclidean distance=31887

Time

Euclidean distance=17 6

Time

|| a =a ./ std(a); ||

‘ Tutorial | Time-Series with Matlab
Dynamic Time-Warping (Motivation)

Euclidean distance or warping cannot compensate for small distortions in
time axis.

According to Euclidean distance
B /\ B is more similar to A than to C

Solution: Allow for compression & decompression in time

46



Dynamic Time-Warping

First used in speech recognition
for recognizing words spoken at
different speeds

---Maat--llaabb----=--=--=-==z----

Same idea can work equally well for
generic time-series data

/1500

----Mat-lab

Y movement

X movement

Dynamic Time-Warping (how does it work?)

The intuition is that we copy an element multiple times so as to achieve a
better matching

Euclidean distance
T1=11,1,2,2]

||| d=1
T2=1[1,2,2,2]

Warping distance
T1=[1,1,2,2]

VA a=o ‘

T2 =11, 2,2,2]

One-to-many non-linear alignfnent
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Dynamic Time-Warping (implementation)

It is implemented using dynamic programming. Create an array that stores
all solutions for all possible subsequences.

A

c(i)) =D(A;B) +
min{ c(i-1,j-1), c(i-1j ), c(ij-1) }

Recursive equation

"
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Dynamic Time-Warping (Examples)

So does it work better than Euclidean? Well yes! After all it is more costly..

' VLV %
L
0

MIT arrhythmia database

Dynamic Time Warping

Euclidean Distance

48
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Dynamic Time-Warping (Can we speed it up?)

Complexity is O(n?). We can reduce it to O(6n) simply by restricting the
warping path.

We now only fill only a small
portion of the array

N AY

Minimum

Bounding

Envelope
(MBE)

‘ Tutorial | Time-Series with Matlab

Dynamic Time-Warping (restricted warping)

Camera-Mouse dataset
The restriction of the warping path helps: , e

A. Speed-up execution

B. Avoid extreme (degenerate) matchings s«

1000

C. Improve clustering/classification ST o
accuracy
Classification Accuracy
1 T T T T T
/..~ Camera Mouse
0.95 .
g
3 08
I T —— N . .
,f N Australian Sign Language
0.85 o
0 a(J 0§1 0?2 0‘3 0‘4 0.5 0‘6 0‘7 0?8 0?9 1
10% warping is adequate: Warping Length
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Longest Common Subsequence (LCSS)

With Time Warping extreme values (outliers) can destroy the distance
estimates. The LCSS model can offer more resilience to noise and impose

spatial constraints too.
PN
atW

\e— match —  Matching within & time and : in space

. ignore majority
i iofnoise

Everything that is outside the bounding
envelope can never be matched

Longest Common Subsequence (LCSS)

LCSS is more resilient to noise than DTW.

Disadvantages of DTW:
A. All points are matched
B. Outliers can distort distance

C. One-to-many mapping

. ignore majority
iof noise

| ‘ Advantages of LCSS:
“\H\H\‘\H“““\\‘M“\“\M \ T A. Outlying values not matched
L s

| \‘\\\\‘\\\\\\\\\\\\\\\\\‘3 .

B. Distance/Similarity distorted less
C. Constraints in time & space
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Longest Common Subsequence (Implementation)

Similar dynamic programming solution as DTW, but now we measure
similarity not distance.

0 if =0

0 if j=0
LCSS[i,j] =

14 LCSS[i— 1,5 —1] if o — bl <€

mar(LCSS[i —1,j],LCSS[i,j —1]) otherwise

R R RO Ra R R RO RS RS R R R R
0003 00 03 L0 €3 LD 03 L L3 L LB
N A N N N Y NN S
Q0 Y 0 o
coDoannaa®

Can also be expressed as distance

LCSS55.(A,B)

Diess(4,B)=1- min(n,m) or max(n,m)

T
e LN e ]
R R
CnGrTONEE®®
=MW hthe=bdWOD
AnGEnoNEOE
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Distance Measure Comparison

Camera-Mouse Euclidean 34 & 20%
DTW 237 80%
Lcss 210 100% o

ASL Euclidean 22 4 33%
DTW 9.1 44%
LCcSS 8.2 46% of

ASL+noise Euclidean 2.1 ﬁ 11%
DTW 9.3 15%
LCcSS 8.3 31% o

LCSS offers enhanced robustness under noisy conditions
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Distance Measure Comparison (Overview)

Euclidean O(n)
DTW Oo(n*5) x x
LCSS O(n*3) 4 v v

Euclidean Matching Longast Common Subsequence

103
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*PART II: Time Series Matching
Lower Bounding
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Basic Time-Series Problem Revisited

Objective: Instead of comparing the query to the

original sequences (Linear Scan/LS), let’s compare

the query to simplified versions of the DB time-
series.

’ This DB can typically
fit in memory

‘ Tutorial | Time-Series with Matlab

Compressmn — Dimensionality Reduction

Project all sequences into a new space, and
search this space instead (eg project time-
series from 100-D space to 2-D space)

| IR B
Q
&
One can also organize the low-dimensional
points into a hierarchical ‘index’ structure. In
Feature 2 this tutorial we will not go over indexing
query techniques.

Question: When searching the original space it is guaranteed that we

will find the best match. Does this hold (or under which circumstances)
in the new compressed space?
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Concept of Lower Bounding

= You can guarantee similar results to Linear Scan in the original
dimensionality, as long as you provide a Lower Bounding (LB) function
(in low dim) to the original distance (high dim.)
GEMINI, GEneric Multimedia INdexIng

— 8o, for projection from high dim. (N) to low dim. (n): A>a, B->b etc

D, ; (a,b) <= D, .(A,B)

S I A A Projection onto X-axis
| | | | | ACB D EF
47777\7.7J777l777\>777l i L
| C | | | | P
| | | | |
37777\777\ _ \'7 \77 | \
| K RO | False alarm (not a problem)
| | | \. | i i )
Sl hiaiivinile g Projection on some other axis
F 0 ON ! ! ! BC D EF
& g
oA T T o \ s 4 5
| | | | |
% i 2 ‘3 ) .‘5 False dismissal (bad!)

“Find everything within range of 1 from A”
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Generic Search using Lower Bounding

simplified Answer original Final
bB Superset DB Answer

- -

iy

Verify \J/L\_
against
original
DB

simplified
query
J\\_ query
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Lower Bounding Example

seauences query

109
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Lower Bounding Example

seauences query

A

=

=l A m

-——-__..-

RP—"0

e 0@ |
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Lower Bounding Example

Lower Bounds
seauences

_F__(—'_—_-_ 4.6399
l 37.9032

l A [ 195174
J 72.1846
. 67.1436
i. AL @ 780920
-___.__..- 70.9273
——-—__.l- 63.7253

= 14121

11
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Lower Bounding Example

Lower Bounds

seauences ——— —

—F-d_———-—
I

37.9032

___-.___,IJ
72.1846
. 67.1436
il . . 78.0920
-__-.__.- 70.9273

=a | 1.4121
\

~
-~

ﬁ

True Distance
108.8856
113.5873
104.5062
119.4087
120.0066
111.6011

119.0635

[/ 540]| BestsoFar |

-

-
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Lower Bounding the Euclidean distance

There are many dimensionality reduction (compression ) techniques for time-series
data. The following ones can be used to lower bound the Euclidean distance.

L~

0 20 40 60 80 100120 0 20 40 60 80 100120 0 20 40 60 80 100120 0 20 40 60 80 100120 O 20 40 60 80 100120 0 20 40 60 80 100120
n—
mrn -

)

\_/—\
L / o I /
N — TN U\ - = _n ~
T— < -
AN T — TN T — <
— - — N
ANy —1 n m -
DFT DWT SVD APCA PAA PLA

‘ Tutorial | Time-Series with Matlab

Fourier Decomposition

ﬂ Every signal can
be represented as
DFT: X(fiymw) = gy & a(meF, k=01..N-1 a superposition of
" sines and cosines"”

(...alas nobody
believes me...)

Decompose a time-series into sum of sine waves

N-1 G2mkn

X(f;c/N)e_N_. k=0,1...N -1

I

IDFT: z(n) = %

n=0

Fourier Coefficients

[ — T e e
—
. — T
.

[ P
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-

4 Y

Fourier Decomposition X xm)
-0.3633 -0.4446
Decompose a time-series into sum of sine waves 1062804027091 -0.9864
-0.4929 + 0.0399i -0.3254
. Nt _ jamkn . -1.0143+0.95201  -0.6938
DFT: X(fiw) =75 ,:Z:‘D sme W, k=01...N-1 0.7200-1.0571i  -0.1086
-0.0411 + 0.1674i -0.3470

N1 )

. 1 j2mrkn _ ;o -0.5120 - 0.3572i 0.5849
IDFT: z(n) = VN 7:0 X(feyp)e™ ™, k=01...N—1 09860 +0.8043  1.5927

-0.3680 - 0.1296i -0.9430
-0.0517 - 0.0830i -0.3037
-0.9158 + 0.4481i -0.7805
1.1212 - 0.67951 -0.1953
0.2667 + 0.1100i -0.3037

Fourier Coefficients 0.2667 - 0.1100i 0.2381
11212+ 06795  2.8389

W ;4 -0.9158-0.4481i  -0.7046

- = @ T 7 -0.0517 +0.0830i  -0.5529

- —  f -0.3680 +0.12961  -0.6721

f; 0.9860 - 0.8043i 0.1189

-0.5120 + 0.3572i 0.2706

-0.0411 - 0.1674i -0.0003

0.7200 + 1.0571i 1.3976

fa = fft(a); % Fourier decomposition -1.0143-0.95200  -0.4987
fa(5:end) = 0; % keep first 5 coefficients (low frequencies) -04929-003991  -0.2387
reconstr = real (ifft(fa)); % reconstructsignal -0.6280-0.27091 07588

i3 Life is complex, it has both real and imaginary parts.
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Fourier Decomposition

How much space we gain by compressing random walk data?

Reconstruction using 1coefficients
T T

= 1 coeff > 60% of energy

= 10 coeff > 90% of energy
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Fourier Decomposition

How much space we gain by compressing random walk data?

Reconstruction using 2coefficients
T

= 1 coeff > 60% of energy
= 10 coeff > 90% of energy

17
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Fourier Decomposition

How much space we gain by compressing random walk data?

Reconstruction using 7coefficients
T T

I
250

I I L L
50 100 150 200

= 1 coeff > 60% of energy
= 10 coeff > 90% of energy
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Fourier Decomposition

How much space we gain by compressing random walk data?

Reconstruction using 20coefficients
T T

= 1 coeff > 60% of energy

= 10 coeff > 90% of energy

‘ Tutorial | Time-Series with Matlab
Fourier Decomposition

How much space we gain by compressing random walk data?

Error Energy Percentage

1501

1000

500 0.75

07l :

065

20 40 60 80 100 120 20 40 60 80 100 120
Coefficients Coefficients

= 1 coeff > 60% of energy

= 10 coeff > 90% of energy
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Fourier Decomposition

Which coefficients are important?
— We can measure the ‘energy’ of each coefficient
— Energy = Real(X(f,))? + Imag(X(f,))?

Random Walk

Most of data-mining research
uses first k coefficients:

= Good for random walk
signals (eg stock market)

Pericdogram
= Easy to ‘index’
P= 56.6%
= Not good for general signals
fr 0%, A S
o 005 o1 015 02 025 03 0as 0.4 045 05

frecuency

fa = fft(a); % Fourier decomposition

N = length(a); % how many?

fa = fa(l:ceil(N/2)); % keep first half only
mag = 2*abs (fa).”2; % calculate energy

‘ Tutorial | Time-Series with Matlab

Fourier Decomposition

Which coefficients are important?
— We can measure the ‘energy’ of each coefficient
— Energy = Real(X(f,))? + Imag(X(f,))?

Periodic Sequence

Usage of the coefficients with
highest energy:

t N‘ i
.P“F\LGUHHWJ‘\ﬁmﬂﬂ.huﬁﬁwﬂl| J\|J|\n“nmlnﬂuhl w MW\NJW]meh M'\lhp «  Good for all types of signals

= Believed to be difficult to

TP= e index

|‘ = CAN be indexed using
1,5- 2o |L gr- e metric trees
1] 0.;)5 01-1 018 0‘2 0.28 0‘3 0.!‘35 0!4 0‘45 05

frequency
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Code for Reconstructed Sequence X
0
-0.6280 + 0.2709i
a = load('randomWalk.dat'); K o4m9+oow;
a = a-mean(a)/std(a); % z-normalization eep AR B
-1.0143 + 0.9520i
fa = £ft(a); ( 0.7200 - 1.0574i
-0.0411 + 0.1674i
maxInd = ceil (length(a)/2); % until the middle -0.5120 - 0.3572i
N = length(a); 0.9860 + 0.8043i
-0.3680 - 0.1296i
energy = zeros (maxInd-1l, 1); -0.0517 - 0.0830i
E = sum(a."2); % energy of a -0.9158 + 0.4481i
1.1212 - 0.6795i
for ind=2:maxInd, 0.2667 + 0.1100i
lanor 1.2o6/ + 0. 17000
£ X gnore 0.2667 - 0.1100i
a_N = fa; ) % copy fourier 1.1212 + 0.6795i
fa_N(ind+1:N-ind+1l) = O; % zero out unused 0.9158 - 0.44811
r = real (ifft (fa_N)); %$ reconstruction ) A4asti
-0.0517 + 0.0830i
plot(r, 'r', 'LineWidth',62); hold on; -0.3680 + 0.1296i
plot(a, 'k'); 0.9860 - 0.8043i
title(['Reconstruction using ' num2str(ind-1) 'coefficients']); -0.5120 + 0.3572i
set (gca, 'plotboxaspectratio', [3 1 1]); -0.0411 - 0.1674i
axis tight \ 0.7200 + 1.0571i
pause; % wait for key -1.0143 - 0.9520i
cla; % clear axis keep -0.4929 - 0.0399
end -0.6280 - 0.2709i
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Code for Plotting the Error

a = load('randomWalk.dat');

a = a-mean(a)/std(a); % z-normalization
fa = fft(a); This is the same
maxInd = ceil (length(a)/2); % until the middle

N = length(a);
energy = zeros (maxInd-1, 1);
E = sum(a.”"2); % energy of a

for ind=2:maxInd,

fa N = fa; % copy fourier
fa_N(ind+1:N-ind+1) = 0; % zero out unused

r = real (ifft (fa_N)); % reconstruction

energy (ind-1) = sum(r.”2); % energy of reconstruction
error (ind-1) = sum(abs(r-a).”2); % error

end

E = ones (maxInd-1, 1)*E;
error = E - energy;
ratio = energy ./ E;

subplot(1,2,1); % left plot
plot ([1:maxInd-1], error, 'r', 'LineWidth',1.5);
subplot (1,2,2); % right plot

plot ([1:maxInd-1], ratio, 'b', 'LineWidth',1.5);
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Lower Bounding using Fourier coefficients

Parseval’s Theorem states that energy in the frequency domain equals the
energy in the time domain:

N-1 N-1
Dl = DX (Fogm)?l
=0 be=0

N-1 N-1
or, that | D_Il=() =yl = D IX (fipw) =¥ (i) lI? Euclidean distance
=0

k=0

If we just keep some of the coefficients, their sum of squares always
underestimates (ie lower bounds) the Euclidean distance:

L N-1
S IX ) =Y ((Fep))IP < Y 2@ —p@)l*, m<N -1
n=0

k=0

‘ Tutorial | Time-Series with Matlab

Lower Bounding using Fourier coefficients -Example

A

Note the normalization

x = cumsum(randn(100,1)); . .
y = cumsun;“‘,andn(mo,l)); Keepl.ng 10 cgeff:c:ents
euclid Time's sqrt (sum((x-y).*2)); W 1209051 the distance is:
“ 115.5556 < 120.9051
fx = f£ft (x)/sqrt (length(x));
fy = f£ft (y)/sqrt (length(x));
euclid_Freq = sqrt (sum(abs (fx - fy) .*2)); qt 120.9051
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Fourier Decomposition

= O(nlogn) complexity = Not good approximation for

= Tried and tested bursty signals

= Not good approximation for
signals with flat and busy
sections

= Hardware implementations
= Many applications:

— compression

— smoothing

— periodicity detection

=
N
{

‘ Tutorial | Time-Series with Matlab
Wavelets — Why exist?

= Similar concept with Fourier decomposition

= Fourier coefficients represent global contributions, Foure Transiom

wavelets are localized

equ

E Wavelet Transform

quency

Fourier is good for smooth, random walk data, £

but not for bursty data or flat data
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Wavelets (Haar) - Intuition

sequence length, half, quarter etc)

Haar coefficients: {c, do;,; a,o, d;p-en}

See also:wavemenu

Tutorial | Time-Series with Matlab

Wavelets in Matlab

Wavelet coefficients, still represent an inner product
(projection) of the signal with some basis functions.

These functions have lengths that are powers of two (full

etc

An arithmetic example
X =19,7,3,5]
Haar = [6,2,1,-1]

c =6 =(9+7+3+5)/4
C +dy, =6+2 =8 = (9+7)/2
C-dy =6-2=4=(3+5)/2

( Wavelet 1-D

Specialized Matlab interface

]

for wavelets

Fle View Insert Tools Window Help

Decomposition atlevel 5: s =a5 + d5 + d4 + d3 + d2 + d1.

Data [ sumsin 1

Wavelet Toolbox Main Menu

B=1X]

Ele Window Help

Specialized Tools 1-D

SWT De-noising 1-D

Wavelet Packet 1-D

Density Estimation 1-D

Conlinuous Wavelet 1-D

Regression Estimation 1-D

Complex Continuous Wavelet 1-D

Wavelet Coefficients Selection 1-D

Specialized Tools 2D

SWT De-noising 2D |

Wavelet Packet 2-D

Wavelet Coefficients Selection 2-D |

Display

Wavelet Display

Extension

Signal Extension

Wavelet Packet Display

Image Extension

Close

See also:wavemenu 130

I || ‘l I J’l ! ‘\I"Jllt' |

e
|| il I”‘.]

/ &|||| [N ll"lll ‘iI"J"\Iﬂll

il

AU /
A AT

T O AR
R TR
o WU B UL

OO (b b b L

100 200 300 400 500 600 TOO BOO 900 1000

X+ Y+E§| XY [ ==
FAEAYE I:e_nlel —— m History™ fiew Axe

'Wavelet/dh  ~ |3_
Level 5
Analyze

Statistics Compi

Histograms| De-n

Digplav made :
Full D

at level [

" Show Synthesi

Close
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PAA (Piecewise Aggregate Approximation)

also featured as Piecewise Constant Approximation

= Represent time-series as a sequence of segments
= Essentially a projection of the Haar coefficients in time

Reconstruction using 1coefficients

‘ Tutorial | Time-Series with Matlab

PAA (Piecewise Aggregate Approximation)

also featured as Piecewise Constant Approximation

= Represent time-series as a sequence of segments
= Essentially a projection of the Haar coefficients in time

Reconstruction using 2coefficients

o T T T m|
1 | M\/\ MVH ]
? \

o /d\ b
) 4

Ak 4
L \/\/\/\// 1

15

I
50 100 0 200 250
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PAA (Piecewise Aggregate Approximation)

also featured as Piecewise Constant Approximation

= Represent time-series as a sequence of segments

= Essentially a projection of the Haar coefficients in time

Reconstruction using 4coefficients

‘ Tutorial | Time-Series with Matlab

PAA (Piecewise Aggregate Approximation)

also featured as Piecewise Constant Approximation

= Represent time-series as a sequence of segments
= Essentially a projection of the Haar coefficients in time

Reconstruction using 8coefficients
T T T
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PAA (Piecewise Aggregate Approximation)

also featured as Piecewise Constant Approximation

= Represent time-series as a sequence of segments
= Essentially a projection of the Haar coefficients in time

Reconstruction using 16coefficients
T T

I I L L I
50 100 150 200 250
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PAA (Piecewise Aggregate Approximation)

also featured as Piecewise Constant Approximation

= Represent time-series as a sequence of segments
= Essentially a projection of the Haar coefficients in time

Reconstruction using 32coefficients
T T

I I L L I
50 100 150 200 250
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PAA Matlab Code

function data = paa(s, numCoeff)

% PAA (s, numcoeff)

% s: sequence vector (Nxl or Nxl)
% numCoeff: number of PAA segments
% data: PAA sequence (Nx1)

N = length(s); % length of sequence

seglen = N/numCoeff; % assume it's integer

sN = reshape (s, seglLen, numCoeff); % break in segments
avg = mean (sN); % average segments
data = repmat (avg, seglen, 1); % expand segments
data = data(:); % make column

- ADBEOEBED  cr 0
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PAA Matlab Code

function data = paa(s, numCoeff)

% PAA (s, numcoeff)

% s: sequence vector (Nxl or Nx1)
% numCoeff: number of PAA segments
% data: PAA sequence (Nx1)

N = length(s); .
seglen = N/numCoeff;

sN = reshape(s, seglLen, numCoeff); % break in segments
avg = mean(sN); % average segments
data = repmat (avg, seglen, 1); % expand segments
data = data(:); % make column

S EEEsEEE numCoeff [




PAA Matlab Code

function data = paa(s, numCoeff)

% PAA (s, numcoeff)

% s: sequence vector (Nxl or Nxl)
% numCoeff: number of PAA segments
% data: PAA sequence (Nx1)

N = length(s); %..length of sequence

seglen = N/numCoeff;___Wn a R
2 4

avg = mean (sN);
data = repmat (avg, seglen, 1);
data = data(:);

CETTYTTTYELY 3 N=8
. » seglen =2

L4

break in segments
average segments
expand segments
make column

o° o° oF of

- ADBEOEBED  cr 0

sN nﬂg
B EER
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PAA Matlab Code

function data = paa(s, numCoeff)

% PAA (s, numcoeff)

% s: sequence vector (Nxl or Nx1)
% numCoeff: number of PAA segments
% data: PAA sequence (Nx1)

N = length(s); .
seglen = N/numCoeff;

sN = reshape (s, seglen, numCoeff);
[avg = mean(sN): ]
data repmat (avg, seglen, 1);

data = data(:);

break in segments
average segments
expand segments
make column

of o° of of

S EEEsEEE numCoeff [

sN nﬂﬂ
2| a]e]s]

EAg4l 1.5 3.5/ 55 | 7.5

70



‘ Tutorial | Time-Series with Matlab

PAA Matlab Code

function data = paa(s, numCoeff)

% PAA (s, numcoeff)

% s: sequence vector (1xN)

% numCoeff: number of PAA segments
% data: PAA sequence (1xN)

N = length(s);
seglen = N/numCoeff;

sN = reshape (s, seglLen, numCoeff);
avg = mean (sN); 2

data data(:)’;

% break in segments
% average segments
% expand segments

% make row

s IO EOED

numCoeff n

sN nng data
[2[rareis]

cAgY 15 (35 (55 7.5

15 35 55 75
15 35 55 75
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PAA Matlab Code

function data = paa(s, numCoeff)

% PAA (s, numcoeff)

% s: sequence vector (1xN)

% numCoeff: number of PAA segments
% data: PAA sequence (1lxN)

N = length(s);
seglen = N/numCoeff;

sN = reshape (s, seglen, numCoeff);
avg = mean(sN);

data = repmat (avg, seglen, 1);
[data = data(G) ' ]

break in segments
average segments
expand segments
make row

s I EBNDEHDERD

numCoeff n

sN nn“ data
[2]raJie Jis |

CA#4 1.5 35 55 7.5 data

15 35 55 75
15 35 55 75

15 15 35 35 55 55 75 75
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APCA (Adaptive Piecewise Constant Approximation)

PAA

Segments of
equal size

=0 100 150 200 250 200 2350 400 450 500

Segments of
variable size

50 100 150 200 250 200 as0 400 450 500

= Not all haar/PAA coefficients
are equally important

= Intuition: Keep ones with the
highest energy

= Segments of variable length

= APCA is good for bursty
signals

= PAA requires 1 number per
segment, APCA requires
2: [value, length]

E.g. 10 bits for a
sequence of 1024 points
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Wavelet Decomposition

= O(n) complexity .
= Hierarchical structure
= Progressive transmission
= Better localization
= Good for bursty signals
= Many applications:
— compression
— periodicity detection

Most data-mining research
still utilizes Haar wavelets
because of their simplicity.
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Piecewise Linear Approximation (PLA)

= Approximate a sequence
with multiple linear
/ \ \ segments
| £ e \
P e \ \ / \ st = First such algorithms
N -u S appeared in cartography
\;\_ for map approximation

= Many implementations

13085 - Optlmal

— Greedy Bottom-Up

Greedy Top-down

5
|

Genetic, etc

= You can find a bottom-up implementation here:
— http://www.cs.ucr.edu/~eamonn/TSDMA/time series toolbox/

‘ Tutorial | Time-Series with Matlab

Piecewise Linear Approximation (PLA)

\~

1.8289

Approximate a sequence
with multiple linear
segments

First such algorithms
appeared in cartography
for map approximation
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Piecewise Linear Approximation (PLA)

= Approximate a sequence
with multiple linear
segments

= First such algorithms
appeared in cartography
for map approximation

3.0654

147
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Piecewise Linear Approximation (PLA)
with multiple linear

/ segments

| e i
*R.W / \ \ \ M = First such algorithms
. \ appeared in cartography

= Approximate a sequence

for map approximation

45825
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Piecewise Linear Approximation (PLA)

4.931

‘ Tutorial | Time-Series with Matlab

%

8.5374

Approximate a sequence
with multiple linear
segments

First such algorithms
appeared in cartography
for map approximation

Piecewise Linear Approximation (PLA)

Approximate a sequence
with multiple linear
segments

First such algorithms
appeared in cartography
for map approximation
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Piecewise Linear Approximation (PLA)

= O(nlogn) complexity for

; = Visually not very smooth or
“bottom up” algorithm

pleasing.
= Incremental computation
possible

= Provable error bounds
= Applications for:

— Image / signal
simplification

— Trend detection
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Singular Value Decomposition (SVD)

= SVD attempts to find the ‘optimal’ basis for describing a set
of multidimensional points

= Objective: Find the axis (‘directions’) that describe better the
data variance

® (0]
X feesnsennnane Q (] X @ (@)
. H . .
®o : @
eo—o0—0—o0——o—
y y
We need 2 numbers (x,y) Now we can describe each New axis and position of points
for every point point with 1 number, their (after projection and rotation)

projection on the line
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Singular Value Decomposition (SVD)

= Each time-series is essentially a multidimensional point

= Objective: Find the ‘eigenwaves’ (basis) whose linear
combination describes best the sequences. Eigenwaves are
data-dependent.

_ * * \JT
eigenwave 0 AMXﬂ - UMXI’ z rxr V nxr
/ . Factoring of data array into 3
matrices
ﬂeigenwavm

\/\ each of length n
e
eigenwave 3

/W\
M || [U,S,V] = svd(A)

TN N cigenwave 4

—

A linear combination of the
eigenwaves can produce any
sequence in the database

M sequences

g
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Singular Value Decomposition

= Optimal dimensionality .
reduction in Euclidean
distance sense

Cannot be applied for just
one sequence. A set of
sequences is required.
= SVD is a very powerful tool .

: - Addition of a sequence in
in many domains:

database requires
— Websearch (PageRank) recomputation

= Very costly to compute.
Time: min{ O(M2n), O(Mn2)}
Space: O(Mn)

M sequences of length n
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Symbolic Approximation

= Assign a different symbol based on range of values

= Find ranges either from data histogram or uniformly
c

[ e &

N\
b b
/o

0 80 100 120

baabccbc

= You can find an implementation here:

— http://www.ise.gmu.edu/~jessica/sax.htm
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Symbolic Approximations

* Linear complexity = Number of regions
(alphabet length) can affect

= After ‘symbolization’ many
the quality of result

tools from bioinformatics
can be used

— Markov models
— Suffix-Trees, etc
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Multidimensional Time-Series Ari, are you sure the
world is not 1D?

= Catching momentum lately

= Applications for mobile trajectories, sensor
networks, epidemiology, etc

= Let’s see how to approximate 2D
trajectories with
|Minimum Bounding Rectangles |

Aristotle
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Multidimensional MBRs

Find Bounding rectangles that completely contain a trajectory
given some optimization criteria (eg minimize volume)

Y position

-lo On my income tax 1040 it says "Check this box
if you are blind." | wanted to put a check mark
about three inches away.
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Comparison of different Dim. Reduction Techniques

PAA APCA Chebyshev Fourier (first coeffs)  Fourier (best coeffs)
e=48.3, coeffs=10 e= 4B, coeffs=5 e=477, coeffs=10 e=47 4, coeffs=5 e=28.3, coeffs=5

PAA APCA Chebyshay Fourier ffirst coeffs)  Fourier (best coeffs)
a= 225, cosffs=10 a=23.1, cosffs=5 a=19.2 cosffs=10 &= 19.5, coefls=5 a= 154, cosffs=5
I I 1 1
A1
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So which dimensionality reduction is the best?

APCA is
better

than PAAI

Chebyshev
is better

than APCAI

Fourier is

future is

good...

symbolic!

Absence of proof is no proof of absence.

80



‘ Tutorial | Time-Series with Matlab

Comparisons
Lets see how tight the lower bounds are for a variety on 65 datasets

Average Lower Bound

Mem = 2°(4)+1 dbls Mem = 27(8)+1 dbls Mem = 2°(16)+1 dbls Mem = 2°(32)+1 dbls
I
BME(Fourien %E on — } A. I.VO approach
Chebﬁfiﬁ:ﬁ]ﬁ*ﬁ st | e | is better on all
L =11 - e |  — datasets
PAA a5 T 565
° Luwe?.guund ! ° Luwe? éuu nd ! ° Luwe?.guund ! 0 Luwe? guund ! B' BeSt coeff’
techniques
Median Lower Bound can offer
Mem = 2*(4)+1 dbls Mem = 2*(8)+1 dbls Mem =2*(16)+1 dbls Mem = 2*(32)+1 dbls tighter
BI\QE Eo'jr\ej T il bounds
aar
cheb&\Phev = | 20 C. Choice of
Ty .
GE@" | compression
0 05 1 0 05 1 0 05 1 0 05 1 depends on
Lower Bound Lower Bound Lower Bound Lower Bound application
Note: similar results also reported by Keogh in SIGKDD02 1
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*PART IlI: Time Series Matching
Lower Bounding the DTW and LCSS
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Lower Bounding the Dynamic Time Warping
Recent approaches use the Minimum Bounding Envelope
for bounding the DTW

— Create Minimum Bounding Envelope (MBE) of query Q

— Calculate distance between MBE of Q and any sequence A

— One can show that: DIMBE(Q)5;A) < DTW(Q,A)

LB = sqgrt(sum([[A > U].* [A-U]; [A < L].* [L-A]].2));
One Matlab command!

However, this representation
is uncompressed. Both MBE
and the DB sequence can be
compressed using any of the
previously mentioned
techniques.
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Lower Bounding the Dynamic Time Warping

LB by Keogh
approximate MBE and
sequence using MIBRs

LB =13.84

LB by Zhu and Shasha
approximate MBE and
sequence using PAA

LB = 25.41
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Lower Bounding the Dynamic Time Warping

An even tighter lower bound can be achieved by ‘warping’ the MBE
approximation against any other compressed signal.

LB Warp = 29.05

\
AN

Lower Bounding approaches for DTW,
will typically yield at least an order of
magnitude speed improvement
compared to the naive approach.

Let’s compare the 3 LB approaches: [y
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Time Comparisons

We will use DTW (and the corresponding LBs) for recognition of hand-written
digits/shapes.

(8] ol (8 [0 [ [ (W) [2) 20
AR e [5] wE] -
sllol[22] 8] le]€(CC]
MREREIHERE

0z

N =IPIARES] ISR

LB-PAA

4000
Datasstsize LB-Wap

Accuracy: Using DTW we can achieve recognition above 90%.

Running Time: runTime LB_Warp < runTime LB_Zhu < runTime LB-Keogh

Pruning Power: For some queries LB_Warp can examine up to 65 time
fewer sequences
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Upper Bounding the LCSS

Since LCSS measures similarity and similarity is the inverse of distance, to
speed up LCSS we need to upper bound it.

EnvHighlt] =max(Qi—d:i+68])+¢
EnvLowli] =min(Qi—3::148])+¢

| LCSS(MBE,A) >=LCSS(QA) |

1 if A[i] within envelope
0 otherwise

LCSS(MBEg, ) = Z{

=1

Indexed Sequence Query

1000

800

Sim.=50/77
=0.64

600

44 points o+ 6 points

167

LCSS Application — Image Handwriting

= Library of Congress has 54 million

manuscripts (20TB of text) Word annotation:

= Increasing interest for automatic 1. Extract words from document
transcribing 2. Extract image features

3. Annotate a subset of words

4. Classify’ remaininngords

—

300 follos Godtins M%M@aéw.,@wmdnm

, 5 : O V€U YOO
%v;y! /n;/m.,;% /AM/ oo M..Z/: s t()
o are ts de fmn;“,e.w; P

G ek s d cnae, Gl o t&;zﬁwj’:;;.“ oot
0;71{«»4‘&4 o oy agieesrend— bilareor ?ﬁb
Mr ‘Z,med/ anw(/fwu uya,;yvfo&;,' tu ! “oz

) LA R I WL -
low: J”"”’ Fe. T, Features:
W .
. . - Black pixels / column
George Washington Manuscript - Ink-paper transitions/ col , etc
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LCSS Application — Image Handwriting

Utilized 2D time-series (2 features)
Returned 3-Nearest Neighbors of following words
Classification accuracy > 70%

oo

; Liii
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*PART II: Time Series Analysis
Test Case and Structural Similarity Measures

170
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Analyzing Time-Series Weblogs

Google

Web |mages Groups MNews Froogle Local more »
I [[Ecanssatecaan
Preferences

|__Google Search ][ Im Feeling Lucky | Langusge Tosls

“PKDD 2005

Search -

YIKI'I(D().’® SEARCH Weblog of user

- requests over
« »
Priceline Web | Images | Yideo | Directory | Local | News | Shopping [edit]

- ‘ ] time

Search the Weh

[Show Mail - Show News]

Make Yahoo! Search your home page
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Weblog Data Representation
Record aggregate information, eg, number of requests per day for each
keyword
Query: Spiderman
..................................... ~ May 2002. Spiderman 1
@ T was released in theaters
]
g
[vs]
f . L NV,V‘L"‘W‘ J'\"‘"W
Jan Feb Mar Apr May Jun Jul Aug Sep Okt Nov Dec
= Capture trends and periodicities Google Zeitgeist
(€)Google Press Center: Zeitgeist - Microsoft Internet Explorer (=] o)kd
. i i He £ gew Faoms Dos b -
Privacy preserving e e o
iezoom- Q[T |Q[00% |4 QA |@uiy o= i [@mpipedv] D
Google News Queries I
2. brad ptt [ §
- | =
on [ =

) B
D Internet.
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Finding similar patterns in query logs

We can find useful patterns and correlation in the user demand
patterns which can be useful for:

= Search engine optimization
= Recommendations

= Advertisement pricing (e.g. keyword more expensive at the popular
months)

Query: xbox

Requests

Query: ps2

MY
YN'YWwW:

Jan Feb Mar Apr May Jun Jul Aug Sep Okt Nov\Dec

Game consoles are more
popular closer to Christmas
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Matching of Weblog data

Use Euclidean distance to match time-series. But which dimensionality
reduction technique to use?

Let’s look at the data:
The data is smooth and highly
periodic, so we can use Fourier
decomposition.
Query “Bach”
Instead of using the first Fourier
DY PTER RN 1 year span e > coefficients we can use the best ones

instead.

Let’s see how the approximation will
look:

Query “stock market”

174
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First Fourier Coefficients vs Best Fourier Coefficients

athens 2004 bank

| | |

l\'\ \
Egz.uMwm‘, sl LR s AR

| |
E=48.2
E=E5.5

cinema president

- |
E=108.0 [ TF E-923 TV | u'||, J

Using the best coefficients, provides a
very high quality approximation of the
original time-series
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Matching results |

Query = “Lance Armstrong”

T i

2000 2001 2002

A | LeTour

L
2002

| JL A | Tour De France

2000 2001 2002

.
2000 2001

e
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Matching results Il

Query = “Christmas”

N4

2000 2001 2002
M Knn4: Christmas coloring
L 1 .Lﬂ‘ 1 bOOkS
‘ m JM MWL Knn8: Christmas baking

M Knn12: Christmas clipart
MAM . jﬁ‘{ Knn20: Santa Letters
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Finding Structural Matches

The Euclidean distance cannot distill all the potentially useful
information in the weblog data.

= Some data are periodic, while other are bursty. We will attempt to
provide similarity measures that are based on periodicity and
burstiness.

Query: cinema
T T

Query “cinema’. Weakly periodicity.
1 Peak of period every Friday.

L . L ! . L n L L . L
Jan Feb Mar  Apr May Jun Jul Aug  Sep et MNov  Dec

Query: Elvis

' | Query “Elvis”. Burst in demand on
1 16" August. Death anniversary of
Elvis Presley

gy
gy
=TT

A,
Jan  Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
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Periodic Matching

L Frequency [ g Keepimportant P = Distance
WMMWMWW COmpOnentS
.
F(o), F(y) argmflxIIF(x) I F(x™)
argmkaxIIF(y)Il,F()’+)
... Cinema Periodogram D = F(x)=FOyOI
bl e L L DO
stock N B
o] = L 1 ]
|
........ easter MMM\A
..... .. iy 0‘5‘0‘520253035404550

.
"
.,

.
LN
ey

christmas
PEINE L1 Ny
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Matching Results with Periodic Measure

Now we can discover more flexible maitches. We observe a clear
separation between seasonal and periodic sequences.

— casino M(_N‘L_M:L__ AL

g@@:‘i\& christmas ‘_,#Mdm

\)ﬁﬁ bestbuy A ervvapreeen M

L bargains . A\ sk LJ

—omena Aty

perlin T —— (S

ballet WWMWMM

(Sl | bach AN, PR,
i

!
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Matching Results with Periodic Measure

Compute pairwise periodic distances and do a mapping of the
sequences on 2D using Multi-dimensional scaling (MDS).

\ honyﬁ#!;c%’@yay cw_ e
fall _, catch me if you can| % ba
et
qugﬁrj‘l%ﬁthe rings N las veggy r;“
elvis bargains gasin A a coug e
harry po eer!gggeorw%%ﬁ sthy . B - tmgr}‘ea Bupons
\ bin laden usRIEER

HEH < -
\ acapulco bH s ﬁfﬁuri
\ il moon” A
I )MM \ acapulco mexico K jogre ~ .
g amd ‘\ "
AN . Nonperiodic
\ A
i A more periodic \\
Seasonal (low frequencies) \
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Matching Based on Bursts

Another method of performing structural matching can be achieved
using burst features of sequences.

Burst feature detection can be useful for:
= Identification of important events
= ‘Query-by-burst’
Harry Potter 2 (November 15 2002)

/

Harry. Potter 1 Harry Potter 1
(Movie) (DVD)

/

2002: Harry Potter demand

50 100 150 200 250 300 350
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Burst Detection

Burst detection is similar to anomaly detection.
= Create distribution of values (eg gaussian model)

= Any value that deviates from the observed distribution (eg more than 3
std) can be considered as burst.

Query “flowers”
T T

Valentine’s "I i 5 I
Day |1|I|r//f—,‘7 LIS I ]

............ T‘l 7 .I ‘“I ,J'\

1 A I}
LA LAY LR Al l-,'ﬂll"w”,r-ﬁ Iy

) N
Mother’s «ffrefrerersersnsfrnssesiannse HH IV M\ A .~.“‘,"-\“.' AN H". N n Uy
f "-U\I\U'JulJ uvvy
Day

Jan Feb  Mar Apr May Jun Jul Aug Sep Okt Nov Dec
Query *Full Moon*
T T

| f '1 | \ | |\1 ||‘ ||

|
Iy M\ A [N | \| A { P] At/ \I
A Al b AN \ P | R . 1/
"-;Mv‘llu‘ / ‘,ul \PuL e |‘ IJ \f " \MHI‘ I.‘ i LI.‘“ r'wu.ﬂl,'\f‘ hu;“uh. \ ,J I"'u J‘ V L‘u ‘H \1“ HI

Jan Jul Aug Sep Okt Nov Dec
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Query-by-burst

To perform ‘query-by-burst’ we can perform the following steps:

1. Find burst regions in given query
2. Represent query bursts as time segments
3. Find which sequences in DB have overlapping burst regions.

6000
4000 - 4
“l M” /‘I‘JJ _
0
Fully overlapping Bursts Partially overlapping Bursts No overlap between Bursts
' 1 "
7 . A
R
' H i
overlap(A,B) overlap(A,B) overlap(AB) =0
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Query-by-burst Results

query = workd trade center

Queries
m i
2000 2001 2002
v
Pentagon attack
Matches rl.

Nostradamus prediction
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Structural Similarity Measures

Periodic similarity achieves high clustering/classification accuracy in
ECG data

Periodic Measure

Incorrect
Grouping
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Structural Similarity Measures

Periodic similarity is a very powerful visualization tool.

Random Walk T
Random Walk e
Sunspots: 1869 to 1990 P . WA WAV
Sunspots: 1749 to 1869 "WMMMM

Great Lakes (Ontario) gy g N st

Great Lakes (Erie)

Power Demand: April-June (Dutch)
Power Demand: Jan-March (Dutch)
Power Demand: April-June (ltalian)
Power Demand: Jan-March (ltalian)
Random

WWWWWWMMM
UL 00 0 A o
UM 0L S s SR i
0, O A0 5
10 0 0 i,
VA Mk A Al R P
Rancon NN R
HUWWWWHNMIWU’\NUVVWRNWWWN
JIVUAATP IV
JUULUUAUUUUAAUUUUL UL
AUy AU
L e B e I

Video Surveillance: Eamonn, no gun

Video Surveillance: Eamonn, gun

Video Surveillance: Ann, no gun

Video Surveillance: Ann, gun

Koski ECG: fast 2

Koski ECG: fast 1 Ao 1 P
Koski ECG: slow 2

Koski ECG: slow 1

MotorCurrent: healthy 2

MotorCurrent: healthy 1 IAVAVAVAVAVAVAVAVAVAY:

MotorCurrent: broken bars 2

Tus

MotorCurrent: broken bars 1
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Structural Similarity Measures

Burst correlation can provide useful insights for understanding which
sequences are related/connected. Applications for:

= Gene Expression Data
= Stock market data (identification of causal chains of events)

1

‘

94



‘ Tutorial | Time-Series with Matlab

Conclusion

The traditional shape matching measures cannot address all time-
series matching problems and applications.
Structural distance measures can provide more flexibility.

There are many other exciting time-series problems that haven’t been
covered in this tutorial:

I don't want to
achieve immortality
through my work..I

want to achieve it
through not dying.

= Anomaly Detection

= Frequent pattern Discovery

* Rule Discovery
= elc
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